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In this paper, we derive new Ramanujan-type series for $1/\pi$ which belong to “Ramanujan’s theory of elliptic functions to alternative base 3” developed recently by B.C. Berndt, S. Bhargava, and F.G. Garvan.

1. Introduction.

Let $(a)_0 = 1$ and, for a positive integer $m$,

$$(a)_m := a(a+1)(a+2)\cdots(a+m-1),$$

and

$$2F_1(a, b; c; z) := \sum_{m=0}^{\infty} \frac{(a)_m(b)_m}{(c)_m} \frac{z^m}{m!}, \quad |z| < 1.$$ 

In his famous paper “Modular equations and approximations to $\pi$” [10], S. Ramanujan offered 17 beautiful series representations for $1/\pi$. He then remarked that two of these series

$$\frac{27}{4\pi} = \sum_{m=0}^{\infty} (2 + 15m)(\frac{1}{2})_m(\frac{1}{3})_m(\frac{2}{3})_m \left(\frac{2}{27}\right)^m$$

and

$$\frac{15\sqrt{3}}{2\pi} = \sum_{m=0}^{\infty} (4 + 33m)(\frac{1}{2})_m(\frac{1}{3})_m(\frac{2}{3})_m \left(\frac{4}{125}\right)^m$$

“belong to the theory of $q_2$,” where

$$q_2 = \exp\left(-\frac{2\pi}{\sqrt{3}} 2F_1(\frac{1}{2}, \frac{2}{3}; 1; 1 - k^2)\right).$$

Ramanujan did not elaborate on his “theory of $q_2$,” neither did he provide details for his proofs of (1.1) and (1.2).
Ramanujan’s formulas (1.1) and (1.2) were first proved by J.M. Borwein and P.B. Borwein in 1987. Motivated by their study of Ramanujan’s series for $1/\pi$ associated with the classical theory of elliptic functions, they established the following result:

**Theorem 1.1** ([3, p. 186]). Let

$$K(x) := 2F_1\left(\frac{1}{3}, \frac{2}{3}; 1; x\right), \quad \text{and} \quad \dot{K}(x) := \frac{dK(x)}{dx}.$$  

For $n \in \mathbb{Q}^+$, define the cubic singular modulus to be the unique number $\alpha_n$ satisfying

$$\frac{K(1 - \alpha_n)}{K(\alpha_n)} = \sqrt{n}. \quad (1.3)$$

Set

$$\epsilon(n) = \frac{3\sqrt{3}}{8\pi} (K(\alpha_n))^{-2} - \sqrt{n} \left( \frac{3}{2} \alpha_n (1 - \alpha_n) \frac{\dot{K}(\alpha_n)}{K(\alpha_n)} - \alpha_n \right), \quad (1.4)$$

$$a_n := \frac{8\sqrt{3}}{9} (\epsilon(n) - \sqrt{n} \alpha_n), \quad (1.5)$$

and

$$b_n := \frac{2\sqrt{3n}}{3} \sqrt{1 - H_n}, \quad (1.6)$$

where

$$H_n := 4\alpha_n (1 - \alpha_n). \quad (1.7)$$

Then

$$\frac{1}{\pi} = \sum_{m=0}^{\infty} \left( a_n + b_n m \right) \frac{(\frac{1}{2})_m (\frac{3}{2})_m (\frac{5}{2})_m}{(m!)^3} H_n^m. \quad (1.8)$$

**Remark.** We state this theorem with a different definition of $\epsilon(n)$ than that given in [3]. We have avoided using elliptic integrals of the second kind and Legendre’s relation.

The Borweins’ theorem indicates that for each positive rational number $n$, we can easily derive a series for $1/\pi$ belonging to the “theory of $q_2$” if the values of $\alpha_n$ and $\epsilon(n)$ (the rest of the constants can be computed from these) are known. The computation of these constants for any given $n$, however, is far from trivial.
The Borweins’ method of evaluating $\alpha_n$ involves solving a quartic equation. More precisely, they show that when $n$ is an odd positive integer, $\alpha_n$ is the smaller of the two real solutions of the equation
\[
\frac{(9 - 8\alpha_n)^3}{64\alpha_n^3(1 - \alpha_n)} = \frac{(4G_{3n}^{24} - 1)^3}{27G_{3n}^{24}},
\]
where $G_n$ is the classical Ramanujan-Weber class invariant defined by
\[
G_n := 2^{-1/4}e^{\pi\sqrt{n}/24} \prod_{m=1}^{\infty} (1 + e^{-\pi\sqrt{n}(2m-1)}).
\]
Using known values for $G_{3n}$, they derive $\alpha_n$ for $n = 3$ and $5$ from (1.9). For example, from (see [1, p. 190])
\[
G_{15}^{12} = 8 \left(\frac{\sqrt{5} + 1}{2}\right)^4,
\]
they deduce that
\[
\alpha_5 = \frac{1}{2} - \frac{11\sqrt{5}}{50}.
\]
When $n$ is an even positive integer, the corresponding formula between $\alpha_n$ and $g_{3n}$ is
\[
\frac{(9 - 8\alpha_n)^3}{64\alpha_n^3(1 - \alpha_n)} = \frac{(4g_{3n}^{24} + 1)^3}{27g_{3n}^{24}},
\]
where $g_n$ is the other Ramanujan-Weber class invariant defined by
\[
g_n := 2^{-1/4}e^{\pi\sqrt{n}/24} \prod_{m=1}^{\infty} (1 - e^{-\pi\sqrt{n}(2m-1)}).
\]
Using (1.10) and known values of $g_{3n}$, they compute $\alpha_n$ for $n = 2, 4,$ and $6$. Together with the values of $\epsilon(n)$ for $n = 2, 3, 4, 5,$ and $6$ [3, p. 190, Problem 20], they obtained five series for $1/\pi$. Ramanujan’s series (1.1) and (1.2) then correspond to $n = 4$ and $5$, respectively. At the end of [3, Chapter 5, Section 5], the Borweins remark that their explanation of Ramanujan’s series (1.1) and (1.2) is “a bit disappointing” as they only have “well-concealed analogues of the original theory for $K$.”

In a recent paper, B. C. Berndt, S. Bhargava, and F. G. Garvan [2] succeeded in developing Ramanujan’s “corresponding theories” mentioned in [10]. One of these theories is Ramanujan’s “theory of $q_2$” and its discovery has motivated us to revisit Ramanujan’s series (1.1) and (1.2). This theory is now known as “Ramanujan’s theory of elliptic functions to alternative base 3” or “Ramanujan’s elliptic functions in the theory of signature 3.”

In this article, we derive some new formulas from the “theory of $q_2$” which will facilitate the computations of $\alpha_n$ and $\epsilon(n)$. With the aid of cubic
Russell-type modular equations (see [6]) and Kronecker’s Limit Formula, we discover new Ramanujan-type series for \(1/\pi\) belonging to the “theory of \(q_2\).” An example of these series, which corresponds to \(n = 59\), is

\[
\frac{215359\sqrt{3}}{\pi} = \sum_{m=0}^{\infty} (a + bm) \frac{(1/2)_m (1/3)_m (2/3)_m}{(m!)^3} \left(\frac{73 - 40\sqrt{3}}{2^{1/3} \cdot 23^2 (4 + 5\sqrt{3})}\right)^{3m},
\]

where

\[a := 1028358\sqrt{3} - 593849 \quad \text{and} \quad b := 19101285\sqrt{3} - 795.\]

Each term in this series gives approximately 10 decimal places of \(\pi\).

In Section 2, we recall some important results proved in [2] and establish new formulas satisfied by \(\epsilon(n)\) which lead to a new formula for \(a_n\). In Section 3, we describe our strategy for computing \(a_n\). In Section 4, we indicate that if \(3n\) is an Euler convenient number, then \(\alpha_n\), as well as other related cubic singular moduli, can be computed explicitly via Kronecker’s Limit Formula. These values are used to derive the constants \(a_n, b_n,\) and \(H_n\) listed in our final section.

2. Ramanujan’s elliptic functions in the theory of signature 3 (Ramanujan’s “theory of \(q_2\)”).

Define

\[a(q) := \sum_{m,n=-\infty}^{\infty} q^{m^2+mn+n^2}\]

and

\[c(q) := \sum_{m,n=-\infty}^{\infty} q^{(m+1/3)^2 + (m+1/3)(n+1/3) + (n+1/3)^2}.
\]

**Theorem 2.1.** If

\[
q = \exp\left(-\frac{2\pi K(1 - \alpha)}{\sqrt{3} K(\alpha)}\right),
\]

then

\[
\alpha = \frac{c^3(q)}{a^3(q)}.
\]

**Theorem 2.2** (Borweins’ Inversion Formula). We have

\[
a(q) = K\left(\frac{c^3(q)}{a^3(q)}\right) = K(\alpha),
\]

where \(K(\cdot)\) is defined in Theorem 1.1.
Theorem 2.1 and Theorem 2.2 are important results in Ramanujan’s theory of elliptic functions in the signature 3 which can be found in [2] as Lemma 2.9 and Lemma 2.6, respectively.

Let $\alpha$ be given as in (2.2). Then it is known that (see [2, (4.4)] and [5, (4.7)])

\begin{align}
q \frac{d\alpha}{dq} &= K^2(\alpha)\alpha(1 - \alpha). 
\end{align}

The modulus $\beta$ is said to have degree $n$ over the modulus $\alpha$ when there is a relation

\begin{align}
\frac{K(1 - \beta)}{K(\beta)} &= n \frac{K(1 - \alpha)}{K(\alpha)}.
\end{align}

Hence, when $q$ satisfies (2.1),

\begin{align}
q^n &= \exp \left( -\frac{2\pi}{\sqrt{3}} \frac{K(1 - \beta)}{K(\beta)} \right),
\end{align}

and applying (2.4) with $q$ and $\alpha$ replaced by $q^n$ and $\beta$, respectively, we deduce that

\begin{align}
q \frac{d\beta}{dq} &= nK^2(\beta)\beta(1 - \beta).
\end{align}

Combining (2.6) and (2.4), we arrive at:

**Theorem 2.3.** If $\beta$ has degree $n$ over $\alpha$, then

\begin{align}
m^2(\alpha, \beta) \frac{d\beta}{d\alpha} &= n \frac{\beta(1 - \beta)}{\alpha(1 - \alpha)},
\end{align}

where

\begin{align}
m(\alpha, \beta) := \frac{K(\alpha)}{K(\beta)}.
\end{align}

We call the quantity $m(\alpha, \beta)$ the multiplier of degree $n$ in the theory of signature 3. We are now ready to derive new formulas satisfied by $\epsilon(n)$.

**Theorem 2.4.** Let $\epsilon(r)$ be defined as in (1.4). Then

\begin{align}
\epsilon \left( \frac{1}{r} \right) &= \sqrt{r} - \epsilon(r).
\end{align}

**Proof.** Set

\begin{align}
\tau &= \frac{K(1 - \alpha)}{K(\alpha)}.
\end{align}

Then

\begin{align}
\frac{d\tau}{d\alpha} K(\alpha) + \dot{K}(\alpha)\tau &= -\dot{K}(1 - \alpha).
\end{align}
From (2.1) and (2.4), we deduce that
\[
\frac{d\alpha}{d\tau} = -\frac{2\pi}{\sqrt{3}} K^2(\alpha) \alpha (1 - \alpha).
\]
Hence,
\[
(2.9) \quad \dot{K}(1 - \alpha) = \frac{\sqrt{3}}{2\pi} \frac{1}{K(\alpha) \alpha (1 - \alpha)} - \dot{K}(\alpha) \tau.
\]
Next, note that from (1.3)
\[
\alpha \frac{1}{r} = 1 - \alpha r.
\]
(2.10)
Therefore, by (1.4) and (2.9) with \(\tau = \sqrt{r}\),
\[
\epsilon \left( \frac{1}{r} \right) = \frac{3\sqrt{3}}{8\pi} K^{-2}(1 - \alpha) - \sqrt{\frac{1}{r}} \left( \frac{3\alpha_r (1 - \alpha_r) \dot{K}(1 - \alpha) - (1 - \alpha_r)}{2K(1 - \alpha_r)} \right)
\]
\[
= \frac{3\sqrt{3}}{8\pi} \frac{1}{K^2(1 - \alpha)} - \frac{3\sqrt{3}}{4\pi r K^2(\alpha_r)} + \frac{3\alpha_r (1 - \alpha_r) \dot{K}(\alpha_r)}{2\sqrt{r} K(\alpha_r)} + \frac{1}{\sqrt{r}} - \frac{\alpha_r}{r}.
\]
\(\square\)

**Theorem 2.5.** Let
\[
m^* := m(\alpha_r, \alpha_{n^*r}) \quad \text{and} \quad \dot{m}^* := \frac{dm}{d\alpha}(\alpha_r, \alpha_{n^*r}).
\]
Then
\[
(2.11) \quad \epsilon(n^2 r) = m^* \left( \epsilon(r) - \sqrt{r} \left( \alpha_r - \frac{3}{2} m^* - \frac{n \alpha_{n^*r}}{m^*} \right) \right).
\]

**Proof.** Suppose \(\beta\) has degree \(n\) over \(\alpha\). Then from (2.8), we deduce that
\[
(2.12) \quad \frac{m}{K(\beta)} \frac{dK(\beta)}{d\alpha} + \frac{K(\beta)}{d\alpha} = \frac{dK(\alpha)}{d\alpha}.
\]
Using (2.7), we may rewrite (2.12) as
\[
(2.13) \quad \frac{n\beta (1 - \beta)}{K(\beta)} \frac{dK(\beta)}{d\alpha} = m^2 \alpha (1 - \alpha) \frac{dK(\alpha)}{d\alpha} - m\alpha (1 - \alpha) \frac{dm}{d\alpha}.
\]
Next, suppose \(\alpha = \alpha_r\). Then \(\beta = \alpha_{n^*r}\), and by (1.4), (2.8), and (2.13),
\[
\epsilon(n^2 r) = \frac{3\sqrt{3}}{8\pi K^2(\alpha_{n^*r})} - n\sqrt{r} \left( \frac{3\alpha_{n^*r} (1 - \alpha_{n^*r}) \dot{K}(\alpha_{n^*r}) - \alpha_{n^*r}}{2K(\alpha_{n^*r})} \right).
\]
\[
= \frac{3\sqrt{3} m^*^2}{8\pi K^2(\alpha_r)} - \sqrt{r} \left( \frac{3m^*^2 \alpha_r (1 - \alpha_r) \dot{K}(\alpha_r) - \frac{3}{2} m^*^2 (1 - \alpha_r) \dot{m}^* - n \alpha_{n^*r}}{2K(\alpha_r)} \right).
\]
\[
= m^2 \left( \epsilon(r) - \sqrt{r} \left( \frac{3}{2} m^{*^{-1}} \alpha_r (1 - \alpha_r) m^* - \frac{n \alpha_r^2}{m^{*^2}} \right) \right).
\]

□

If we set \( r = 1/n \) in (2.11) and use (2.10), we find that
\[
\epsilon(n) = n \left( \epsilon \left( \frac{1}{n} \right) - \sqrt{\frac{1}{n}} \left( 1 - \alpha_n - \frac{3 \alpha_n (1 - \alpha_n)}{2 \sqrt{n}} \frac{d m}{d \alpha} (1 - \alpha_n, \alpha_n - \alpha_n) \right) \right)
= -\epsilon(n) + 2 \alpha_n \sqrt{n} + \frac{3 \alpha_n (1 - \alpha_n)}{2} \frac{d m}{d \alpha} (1 - \alpha_n, \alpha_n).
\]

Hence, we have:

**Theorem 2.6.**
\[
\epsilon(n) = \sqrt{n} \alpha_n + \frac{3 \alpha_n (1 - \alpha_n)}{4} \frac{d m}{d \alpha} (1 - \alpha_n, \alpha_n).
\]

**Corollary 2.7.** With \( a_n \) and \( H_n \) defined in Theorem 1.1, we have
\[
a_n = \frac{H_n}{2 \sqrt{3}} \frac{d m}{d \alpha} (1 - \alpha_n, \alpha_n).
\]

Theorems 2.4, 2.5, and 2.6 are the respective cubic analogues of [3, (5.1.5), Theorem 5.2, and (5.2.5)].

### 3. Computations of \( a_n \).

It is clear from Corollary 2.7 that in order to compute \( a_n \) it suffices to compute \( \alpha_n \) and \( d m / d \alpha \), where \( m \) is the multiplier of degree \( n \). We will discuss the computation of the latter in this section. Suppose there is a relation between \( \alpha \) and \( \beta \), where \( \beta \) has degree \( n \) over \( \alpha \). Then we can determine \( d \beta / d \alpha \) by implicitly differentiating the relation with respect to \( \alpha \). Substituting \( d \beta / d \alpha \) into (2.7), we conclude that \( m \) can be expressed in terms of \( \alpha \) and \( \beta \). This implies that \( d m / d \alpha \) is a function of \( \alpha \) and \( \beta \).

A relation between \( \alpha \) and \( \beta \) induced by (2.5) (i.e., when \( \beta \) has degree \( n \) over \( \alpha \)) is known as a modular equation of degree \( n \) in the theory of signature 3. (We sometimes call these cubic modular equations.) Our discussion in the previous paragraph indicates that our computations of \( d m / d \alpha \) depend on the existence of such modular equations.

The first few modular equations in the theory of signature 3 are given by Ramanujan in his notebooks. One of these is the following modular equation of degree 2:
\[
(\alpha \beta)^{1/3} + \{(1 - \alpha)(1 - \beta)\}^{1/3} = 1.
\]

Proofs of Ramanujan’s modular equations in the theory of signature 3 are now available in [2] and [6].
Recently, we showed that \cite{6} if \( p \) is a prime, then there is a relation between \( x := (\alpha \beta)^{s/6} \) and \( y := \{(1 - \alpha)(1 - \beta)\}^{s/6} \), when \( (p + 1)/3 = N/s \) and \( \gcd(N, s) = 1 \). Moreover, we proved that the degree of the polynomial satisfied by \( x \) and \( y \) is \( N \). This proves the existence of modular equations of prime degrees and we conclude that when \( m \) is a multiplier of degree \( p \),

\[
\frac{dm}{d\alpha} = F_p(\alpha, \beta),
\]

where \( F_p \) is a certain function in \( \alpha \) and \( \beta \). If we know the value of \( \alpha_p \), then the value of \( a_p \) follows by substituting \( \alpha = 1 - \alpha_p \) and \( \beta = \alpha_p \) into (3.2) and simplifying. Our simplification is done with the help of MAPLE V.

When \( n \) is not a prime, except for modular equations of degrees 4 and 9, it is difficult to derive a modular equation of degree \( n \). However, deriving such a modular equation is unnecessary. We illustrate our point with \( n = pq \). If \( \beta \) has degree \( q \) over \( \alpha \) then from a cubic modular equation of degree \( q \) and (2.7), we can write

\[
m_q = \frac{K(\alpha)}{K(\beta)} = G_q(\alpha, \beta),
\]

where \( m_q \) is the multiplier of degree \( q \) and \( G_q \) is a certain function of \( \alpha \) and \( \beta \). Similarly, we can deduce that if \( \gamma \) has degree \( p \) over \( \beta \), then from a cubic modular equation of degree \( p \), we may write

\[
m_p = \frac{K(\beta)}{K(\gamma)} = G_p(\beta, \gamma),
\]

where \( m_p \) is the multiplier of degree \( p \) and \( G_p \) is a certain function of \( \beta \) and \( \gamma \). It follows that \( \gamma \) has degree \( pq \) over \( \alpha \) and

\[
m_{pq}(\alpha, \gamma) = \frac{K(\alpha)}{K(\gamma)} = \frac{K(\alpha)}{K(\beta)} \cdot \frac{K(\beta)}{K(\gamma)} = m_q(\alpha, \beta) \cdot m_p(\beta, \gamma).
\]

Hence, differentiating with respect to \( \alpha \) and substituting \( \alpha = \alpha_{1/(pq)} \), we have

\[
\frac{dm_{pq}}{d\alpha}(1 - \alpha_{pq}, \alpha_{pq}) = m_p(\alpha_{q/p}, \alpha_{pq}) \frac{dm_q}{d\alpha}(1 - \alpha_{pq}, \alpha_{q/p}) + m_q(1 - \alpha_{pq}, \alpha_{q/p}) \frac{d\beta}{d\alpha} \frac{dm_p}{d\beta}(\alpha_{q/p}, \alpha_{pq}).
\]

This allows us to compute \( a_{pq} \) provided we know modular equations of degrees \( p \) and \( q \) and the singular moduli \( \alpha_{pq} \) and \( \alpha_{q/p} \).

When \( n \) is a squarefree product of more than 2 primes, say \( n = p_1p_2 \cdots p_l \), then the above idea can be extended with the computation of \( a_n \) reduced to that of finding modular equations of degrees \( p_1, p_2, \ldots, p_{l-1} \), and \( p_l \), and constants \( \alpha_{n/(p_1^2 - p_2^2)}, \ldots, \alpha_{n/(p_l^2 - p_{l-1}^2)} \), where \( 1 \leq s \leq l - 1 \) and \( 1 \leq i_j \leq l \).
4. Euler’s convenient numbers, Kronecker’s Limit Formula, and cubic singular moduli.

An *Euler convenient number* is a number $c$ satisfying the following criterion:

Let $l > 1$ be an odd number relatively prime to $c$ which is properly represented by $x^2 + cy^2$. If the equation $l = x^2 + cy^2$ has only one solution with $x, y \geq 0$, then $l$ is a prime number.

Euler was interested in these numbers because they helped him to generate large primes. The above criterion, however, is not very useful for finding these numbers.

Let $d$ be squarefree, $K = \mathbb{Q}(\sqrt{-d})$, $C_K$ denote the class group of $K$ and $C_K^0$ be the subgroup of squares in $C_K$. A genus group $G_K$ is defined as the quotient group $C_K/C_K^0$. Gauss observed that $G_K \cong C_K$ if and only if $d$ is a convenient number. (Some convenient numbers are not squarefree but Gauss’ criterion is also true for class groups of orders in $K$.) Using this new criterion, Gauss determined 65 Euler convenient numbers [8], [7, p. 60]. We reproduce here those $c$’s ($\neq 3$) which are squarefree and divisible by 3.

$$h(-4c) := \left| C_{\mathbb{Q}(\sqrt{-4c})} \right|$$

<table>
<thead>
<tr>
<th>$h(-4c)$</th>
<th>Euler’s convenient number $c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6, 15</td>
</tr>
<tr>
<td>4</td>
<td>21, 30, 33, 42, 57, 78, 93, 102, 177</td>
</tr>
<tr>
<td>8</td>
<td>105, 165, 210, 273, 330, 345, 357, 462</td>
</tr>
<tr>
<td>16</td>
<td>1365</td>
</tr>
</tbody>
</table>

**Table 1.** Convenient numbers in Gauss’ table which are squarefree and divisible by 3 (except 3).

For each $c$ in Table 1, we will deduce the corresponding values $a_{c/3}$, $b_{c/3}$, and $H_{c/3}$, which in turn yield new series for $1/\pi$.

A group homomorphism $\chi : G_K \rightarrow \{\pm 1\}$ is known as a genus character. One can show that a genus character arises from a certain decomposition of $D_K$, where $D_K$ is the discriminant of $K$. More precisely, if $\chi$ is a genus character, then there exist $d_1$ and $d_2$ satisfying $D_K = d_1 d_2$, $d_1 > 0$, and
\[ d_i \equiv 0 \text{ or } 1 \pmod{4}, \text{ such that for any prime ideal } p \text{ in } K, \]
\[
\chi([p]) = \begin{cases} 
\left( \frac{d_1}{N(p)} \right), & \text{if } N(p) \nmid d_1, \\
\left( \frac{d_2}{N(p)} \right), & \text{if } N(p) \mid d_1,
\end{cases}
\]

where \( N(p) \) is the norm of the ideal \( p \) and \( \left( \frac{\cdot}{\cdot} \right) \) denotes the Kronecker symbol.

If \([a]\) is an ideal class in \( C_K \) and \( a = \prod p^{\alpha_p} \), then we define
\[
\chi([a]) = \prod \chi([p])^{\alpha_p}.
\]

**Theorem 4.1.** Let \( \chi \) be a genus character arising from the decomposition \( D_K = d_1,\chi d_2,\chi \). Let \( h_{i,\chi} \) be the class number of the field \( \mathbb{Q}(\sqrt{d_{i,\chi}}) \), \( w_{2,\chi} \) be the number of roots of unity in \( \mathbb{Q}(\sqrt{d_{2,\chi}}) \), and \( \epsilon_{\chi} \) be the fundamental unit of \( \mathbb{Q}(\sqrt{d_{1,\chi}}) \). Let
\[
F([a]) = \sqrt{N([1, \tau])}|\eta(\tau)|^2,
\]

where \( N(\cdot) \) denotes the norm of a fractional ideal, \( \eta(z) \) denotes the Dedekind eta-function defined by
\[
\eta(z) = e^{\frac{\pi i z}{12}} \prod_{n=1}^{\infty} (1 - e^{2\pi i n z}), \quad \text{Im } z > 0,
\]

and
\[
\tau = \frac{\tau_2}{\tau_1}, \quad \text{Im } \tau > 0, \quad \text{where } a = [\tau_1, \tau_2].
\]

Then
\[
\epsilon_{\chi}^{2h_{1,\chi}h_{2,\chi}/w_{2,\chi}} = \prod_{[a] \in C_K} F([a])^{-\chi([a])}.
\]

Theorem 4.1 follows from Kronecker’s First Limit Formula [11, p. 72, Theorem 6]. In [9], K.G. Ramanathan applied Theorem 4.1 to compute products of the form
\[
t_n = \frac{1}{5\sqrt{5}} \left( \frac{\eta(1 + \sqrt{-n/5})}{\eta(1 + \sqrt{-5n})} \right)^6
\]
when \( 5n \) is a convenient number. These products are then used to deduce special values of the Rogers-Ramanujan continued fraction. In the same article, he defined [9, Eq. (51)]
\[
\mu_n = \frac{1}{3\sqrt{3}} \left( \frac{\eta(\sqrt{-n/3})}{\eta(\sqrt{-3n})} \right)^6,
\]

where \( \eta(z) \) is the Dedekind eta-function.
and remarked that $\mu_n$ can be evaluated when $3n$ is one of the convenient numbers listed in Table 1 (15 is missing from his list). Ramanathan’s result can be stated as follows:

**Theorem 4.2** ([9, Theorem 4]). Let $c$ be a convenient number listed in Table 1 and let $K = \mathbb{Q}(\sqrt{-c})$. Let $[t]$ be the ideal class containing $t$ such that $t^2 = (3)$. Then with the same notation as in Theorem 4.1

$$\mu_{c/3} = \prod_{\chi([t])=-1} \varepsilon_{\chi}^{3e_{\chi}},$$

where the exponents are given by

$$e_{\chi} = \frac{2wh_1h_2 \chi}{w_2h},$$

with $h$ being the class number of $K$ and $w$ the number of roots of unity in $K$.

It turns out that Ramanathan’s $\mu_n$ is related to $\alpha_n$, namely [5, (2.7)],

$$\frac{1}{\alpha_n} = \mu_n^2 + 1.$$  \hspace{1cm} (4.4)

Hence, from Theorem 4.2, (4.1), and (4.4), we can determine $\alpha_n$ explicitly. Using the same technique as given in the proof of Theorem 4.2, one can compute $\alpha_n/(\rho_{i_1}^2 - \rho_{i_2}^2)$, $1 \leq s \leq l - 1$ and $1 \leq i_j \leq l$, which will be needed in the evaluations of $a_n$.

We conclude this section with a list of singular moduli which will be needed in the evaluations of $a_n$, $b_n$, and $H_n$ with $n = c/3$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Cubic singular moduli</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\alpha_2 = \frac{1}{2} - \frac{\sqrt{2}}{4}$</td>
</tr>
<tr>
<td>5</td>
<td>$\alpha_5 = \frac{1}{2} - \frac{11\sqrt{2}}{80}$</td>
</tr>
</tbody>
</table>

**Table 2.** Cubic singular moduli for $h(-12n) = 2$. 
\[ \alpha_7 = \frac{1}{2} - \frac{13\sqrt{7}}{12\sqrt{3}} \]

\[ \alpha_{10} = \frac{1}{2} - \frac{35\sqrt{2} + 2\sqrt{5}}{108}, \quad \alpha_{5/2} = \frac{1}{2} - \frac{35\sqrt{2} - 2\sqrt{5}}{108} \]

\[ \alpha_{11} = \frac{1}{2} - \frac{45\sqrt{3} - 5}{44\sqrt{11}} \]

\[ \alpha_{14} = \frac{1}{2} - \frac{99\sqrt{6} + 2\sqrt{11}}{500}, \quad \alpha_{7/2} = \frac{1}{2} - \frac{99\sqrt{6} - 2\sqrt{11}}{500} \]

\[ \alpha_{19} = \frac{1}{2} - \frac{301\sqrt{11} - 13\sqrt{3}}{4500} \]

\[ \alpha_{26} = \frac{1}{2} - \frac{6930\sqrt{2} + 5\sqrt{26}}{19652}, \quad \alpha_{13/2} = \frac{1}{2} - \frac{6930\sqrt{2} - 5\sqrt{26}}{19652} \]

\[ \alpha_{31} = \frac{1}{2} - \frac{35113\sqrt{3} - 7\sqrt{53}}{121500} \]

\[ \alpha_{34} = \frac{1}{2} - \frac{17420\sqrt{17} + 35\sqrt{7}}{143748}, \quad \alpha_{17}/2 = \frac{1}{2} - \frac{17420\sqrt{17} - 35\sqrt{7}}{143748} \]

\[ \alpha_{59} = \frac{1}{2} - \frac{6367095\sqrt{77} - 265\sqrt{59}}{169415308} \]

Table 3. Cubic singular moduli for \( h(−12n) = 4 \).
\[
\begin{array}{l}
\text{Table 4. Cubic singular moduli for } h(-12n) = 8.
\end{array}
\]
<table>
<thead>
<tr>
<th>$n$</th>
<th>Cubic singular moduli</th>
</tr>
</thead>
<tbody>
<tr>
<td>455</td>
<td>$\alpha_{455} = \frac{1}{2}$ $\cdot$</td>
</tr>
<tr>
<td></td>
<td>$\frac{5668214189343349857381}{49743589748510835122390}$ $\sqrt{5}$ $+ \frac{538462633924678371678}{248717948742554175611950}$ $\sqrt{65}$ $\left(\alpha_{91/5} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
<tr>
<td></td>
<td>$\frac{538462633924678371678}{248717948742554175611950}$ $\sqrt{5}$ $+ \frac{62503637304416627557}{9948717949702167024478}$ $\sqrt{105}$ $\left(\alpha_{91/5} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
<tr>
<td></td>
<td>$\frac{62503637304416627557}{9948717949702167024478}$ $\sqrt{5}$ $+ \frac{109593923135795012632}{49743589748510835122390}$ $\sqrt{1365}$ $\left(\alpha_{91/5} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
<tr>
<td>$\alpha_{65/7} = \frac{1}{2}$</td>
<td>$\frac{62503637304416627557}{9948717949702167024478}$ $\sqrt{5}$ $+ \frac{109593923135795012632}{49743589748510835122390}$ $\sqrt{1365}$ $\left(\alpha_{35/13} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
<tr>
<td></td>
<td>$\frac{109593923135795012632}{49743589748510835122390}$ $\sqrt{5}$ $+ \frac{5668214189343349857381}{49743589748510835122390}$ $\sqrt{1365}$ $\left(\alpha_{35/13} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
<tr>
<td></td>
<td>$\frac{5668214189343349857381}{49743589748510835122390}$ $\sqrt{5}$ $+ \frac{538462633924678371678}{248717948742554175611950}$ $\sqrt{65}$ $\left(\alpha_{35/13} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
<tr>
<td></td>
<td>$\frac{538462633924678371678}{248717948742554175611950}$ $\sqrt{5}$ $+ \frac{62503637304416627557}{9948717949702167024478}$ $\sqrt{105}$ $\left(\alpha_{35/13} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
<tr>
<td></td>
<td>$\frac{62503637304416627557}{9948717949702167024478}$ $\sqrt{5}$ $+ \frac{109593923135795012632}{49743589748510835122390}$ $\sqrt{1365}$ $\left(\alpha_{35/13} = \frac{1}{2} \cdot \frac{5668214189343349857381}{49743589748510835122390} \right)$</td>
</tr>
</tbody>
</table>

**Table 5.** Cubic singular moduli for $h(-12n) = 16$. 
5. Values of $a_n$, $b_n$, and $H_n$.

The values of $H_n$ follow immediately from the values of $\alpha_n$ by (1.7). From (1.6), it appears that we need to denest the expression $\sqrt{1 - H_n}$ in order to determine $b_n$. The next simple lemma shows that this is not necessary.

Lemma 5.1. Let $\mu_n$ be defined as in (4.3). Then

$$b_n = \frac{2\sqrt{3n} \mu_n^2 - 1}{3 \mu_n^2 + 1}.$$  

Proof. From (4.4), we deduce that

$$\frac{1}{1 - \alpha_n} = \frac{1}{\mu_n^2} + 1.$$  

Hence, by (1.7), (4.4), and (5.1), we conclude that

$$\frac{4}{H_n} = \mu_n^2 + \frac{1}{\mu_n^2} + 2.$$  

Hence,

$$\sqrt{1 - H_n} = \sqrt{1 - \frac{4}{\mu_n^2 + \mu_n^{-2} + 2}}$$

$$= \frac{\mu_n - \mu_n^{-1}}{\mu_n + \mu_n^{-1}}.$$  

Substituting (5.2) into (1.6) completes our proof of the lemma. \qed

Finally, to compute $a_n$, we use the method outlined in Section 3, together with the singular moduli given in Section 4. Our final results are shown in the following tables, grouped once again according to class numbers.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$a_n$</th>
<th>$b_n$</th>
<th>$H_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\frac{1}{3\sqrt{3}}$</td>
<td>$\frac{2}{\sqrt{3}}$</td>
<td>$\frac{1}{2}$</td>
</tr>
<tr>
<td>5</td>
<td>$\frac{8}{15\sqrt{3}}$</td>
<td>$\frac{22}{5\sqrt{3}}$</td>
<td>$\frac{4}{125}$</td>
</tr>
</tbody>
</table>

Table 6. $a_n$, $b_n$, and $H_n$ for $h(-12n) = 2$. 
<table>
<thead>
<tr>
<th>$n$</th>
<th>$a_n$</th>
<th>$b_n$</th>
<th>$H_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>$-\frac{10}{27} + \frac{7}{27} \sqrt{7}$</td>
<td>$\frac{13}{9} \sqrt{7} - \frac{7}{9}$</td>
<td>$-\frac{17}{27} + \frac{13}{54} \sqrt{7}$</td>
</tr>
<tr>
<td>10</td>
<td>$\frac{25}{243} \sqrt{15} - \frac{8}{243} \sqrt{6}$</td>
<td>$\frac{70}{81} \sqrt{15} + \frac{10}{81} \sqrt{6}$</td>
<td>$\frac{223}{1458} - \frac{35}{729} \sqrt{10}$</td>
</tr>
<tr>
<td>11</td>
<td>$\frac{6}{11} - \frac{13}{99} \sqrt{3}$</td>
<td>$\frac{45}{11} \sqrt{3} - \frac{5}{33} \sqrt{3}$</td>
<td>$-\frac{194}{1331} + \frac{225}{2662} \sqrt{3}$</td>
</tr>
<tr>
<td>14</td>
<td>$\frac{21}{125} \sqrt{7} - \frac{82}{1125} \sqrt{3}$</td>
<td>$\frac{198}{125} \sqrt{7} + \frac{28}{375} \sqrt{3}$</td>
<td>$\frac{1819}{31250} - \frac{198}{15625} \sqrt{15}$</td>
</tr>
<tr>
<td>19</td>
<td>$\frac{1654}{3375} - \frac{133}{3375} \sqrt{19}$</td>
<td>$\frac{5719}{1125} - \frac{13}{1125} \sqrt{19}$</td>
<td>$-\frac{8522}{421875} + \frac{3913}{843750} \sqrt{19}$</td>
</tr>
<tr>
<td>26</td>
<td>$\frac{1118}{14739} \sqrt{39} - \frac{3967}{44217} \sqrt{3}$</td>
<td>$\frac{4620}{4913} \sqrt{39} + \frac{130}{4913} \sqrt{3}$</td>
<td>$\frac{249913}{48275138} - \frac{34650}{24137569} \sqrt{13}$</td>
</tr>
<tr>
<td>31</td>
<td>$\frac{14662}{91125} + \frac{7843}{91125} \sqrt{31}$</td>
<td>$\frac{217}{30375} + \frac{35113}{30375} \sqrt{31}$</td>
<td>$-\frac{684197}{307546875} + \frac{245791}{615093750} \sqrt{31}$</td>
</tr>
<tr>
<td>34</td>
<td>$-\frac{7157}{323433} \sqrt{31} + \frac{62896}{323433} \sqrt{6}$</td>
<td>$\frac{70}{107811} \sqrt{31} + \frac{296140}{107811} \sqrt{6}$</td>
<td>$\frac{3555313}{2582935938} - \frac{304850}{1291467969} \sqrt{3}$</td>
</tr>
<tr>
<td>59</td>
<td>$\frac{342786}{717853} - \frac{593849}{6490677} \sqrt{3}$</td>
<td>$\frac{6367095}{717853} - \frac{265}{2153559} \sqrt{3}$</td>
<td>$-\frac{1461224894}{30403462846931} + \frac{1687280175}{60806925693862} \sqrt{3}$</td>
</tr>
</tbody>
</table>

*Table 7.* $a_n$, $b_n$, and $H_n$ for $h(-12n) = 4$. 
<table>
<thead>
<tr>
<th>$n$</th>
<th>$a_n$, $b_n$, and $H_n$</th>
</tr>
</thead>
</table>
| 35  | $a_{35} = \frac{558}{5} \sqrt{\frac{2}{15}} - 42 \sqrt{\frac{7}{9}} + \frac{577}{9} \sqrt{3}$  
$b_{35} = \frac{1701}{5} + \frac{581}{3} \sqrt{3} - 126 \sqrt{\frac{7}{9}} - \frac{366}{5} \sqrt{\frac{2}{15}}$  
$H_{35} = -\frac{121035}{125} - \frac{279351}{50} \sqrt{3} + \frac{91494}{25} \sqrt{\frac{7}{9}} + \frac{264132}{125} \sqrt{\frac{2}{15}}$ |
| 55  | $a_{55} = -\frac{1411054}{132651} + \frac{14375}{4913} \sqrt{\frac{2}{15}} + \frac{26884}{14739} \sqrt{\frac{33}{15}} - \frac{194150}{132651} \sqrt{\frac{5}{33}}$  
$b_{55} = -\frac{1423345}{44217} + \frac{50435}{4913} \sqrt{\frac{2}{15}} + \frac{27530}{4913} \sqrt{\frac{33}{15}} - \frac{185990}{44217} \sqrt{\frac{5}{33}}$  
$H_{55} = -\frac{40461639767}{651714363} - \frac{2329268305}{144825414} \sqrt{\frac{2}{15}} + \frac{782606510}{72417207} \sqrt{\frac{33}{15}} - \frac{5473886320}{651714363} \sqrt{\frac{5}{33}}$ |
| 70  | $a_{70} = \frac{57239}{1642545} \sqrt{3} - \frac{217912}{1642545} \sqrt{10} + \frac{18154}{182505} \sqrt{\frac{7}{9}} - \frac{5432}{60835} \sqrt{\frac{42}{91}}$  
$b_{70} = \frac{76766}{547515} \sqrt{3} + \frac{50494}{547515} \sqrt{10} + \frac{93548}{60835} \sqrt{\frac{7}{9}} - \frac{29314}{60835} \sqrt{\frac{42}{91}}$  
$H_{70} = \frac{263701974157}{999242250750} - \frac{8992317139}{499621125375} \sqrt{\frac{2}{15}} + \frac{1429629212}{55513458375} \sqrt{\frac{33}{15}} - \frac{5473886320}{651714363} \sqrt{\frac{5}{33}}$ |
| 91  | $a_{91} = -\frac{513055226}{17779581} + \frac{197125250}{17779581} \sqrt{3} - \frac{140862644}{17779581} \sqrt{10} + \frac{52944337}{17779581} \sqrt{\frac{7}{91}}$  
$b_{91} = -\frac{502667165}{5926527} + \frac{214664450}{5926527} \sqrt{3} - \frac{142555490}{5926527} \sqrt{10} + \frac{53889005}{5926527} \sqrt{\frac{7}{91}}$  
$H_{91} = -\frac{3020198045743232}{11709704727243} + \frac{1141527555432550}{11709704727243} \sqrt{3} - \frac{838583339971300}{11709704727243} \sqrt{10} + \frac{55513458375}{55513458375} \sqrt{\frac{7}{91}}$ |
| 110 | $a_{110} = -\frac{51466456301}{226152099801} \sqrt{3} - \frac{1605347490}{25128011089} \sqrt{10} + \frac{2302296150}{25128011089} \sqrt{\frac{7}{91}}$  
$b_{110} = -\frac{11301105870}{75384033267} \sqrt{3} + \frac{21911639310}{25128011089} \sqrt{10} + \frac{31690709820}{25128011089} \sqrt{\frac{7}{91}}$  
$H_{110} = 32803251016380660367 \sqrt{22} - \frac{346623432860005152660}{631416941288906965921} \sqrt{\frac{39}{110}} + \frac{1147863881035691730}{631416941288906965921} \sqrt{\frac{79}{110}}$ |

Table 8. $a_n$, $b_n$, and $H_n$ for $h(-12n) = 8$. 
\[\begin{array}{c|cccc}
 n & a_n, b_n, \text{ and } H_n \\
 \hline
 115 & a_{115} = \frac{2453452114}{882792405}, & b_{115} = \frac{5026751821}{294264135}, & H_{115} = \frac{19519366847694106}{143318968578830375} \\
 & \sqrt{15} - \frac{3731796}{32696015} \sqrt{69} + \frac{139937129}{882792405} \sqrt{115} \\
 & + \frac{294264135}{32696015} \sqrt{69} - \frac{132709793}{294264135} \sqrt{115} \\
 & + \frac{559864542570116}{16035440953203375} \sqrt{115} \\
 & - \frac{37000600425371947}{28863793715760750} \sqrt{115} \\
 119 & a_{119} = \frac{103789902}{9720379}, & b_{119} = \frac{318200715}{29161137}, & H_{119} = \frac{49978710596750603}{1606258054361897} \\
 & - \frac{547343732}{87483411} \sqrt{3} + \frac{4349625}{9720379} \sqrt{7} - \frac{72149336}{29161137} \sqrt{115} \\
 & + \frac{551139820}{9720379} \sqrt{7} - \frac{60798375}{55833106} \sqrt{22} + \frac{162387225}{9720379} \sqrt{115} \\
 & + \frac{28855221888962700}{1606258054361897} \sqrt{3} \\
 & - \frac{37979008521886575}{3212516108723794} \sqrt{7} + \frac{10963595445145200}{1606258054361897} \sqrt{22} \\
 154 & a_{154} = \frac{965168}{4053225} \sqrt{6} - \frac{3910004}{182395125} \sqrt{7} - \frac{32870936}{182395125} \sqrt{22} + \frac{142457}{4053225} \sqrt{115} \\
 & + \frac{3910004}{182395125} \sqrt{7} - \frac{32870936}{182395125} \sqrt{22} + \frac{142457}{4053225} \sqrt{115} \\
 & + \frac{28870936}{182395125} \sqrt{22} + \frac{142457}{4053225} \sqrt{115} \\
 & - \frac{830822}{32151075} \sqrt{22} - \frac{1351075}{32151075} \sqrt{115} \\
 & + \frac{142457}{4053225} \sqrt{115} \\
 & b_{154} = \frac{2375828}{1351075} \sqrt{6} + \frac{112962616}{60798375} \sqrt{7} - \frac{5833106}{60798375} \sqrt{22} + \frac{1351075}{32151075} \sqrt{115} \\
 & + \frac{112962616}{60798375} \sqrt{7} - \frac{5833106}{60798375} \sqrt{22} + \frac{1351075}{32151075} \sqrt{115} \\
 & + \frac{5833106}{60798375} \sqrt{22} + \frac{1351075}{32151075} \sqrt{115} \\
 & + \frac{301191603178125}{301191603178125} \sqrt{22} + \frac{8770226416943}{301191603178125} \sqrt{115} \\
 & + \frac{206104571568818}{13553622143015625} \sqrt{115} \\
 & H_{154} = \frac{7319532242037247}{2710724428603125} \\
 & + \frac{14157410807176}{301191603178125} \sqrt{33} + \frac{8770226416943}{301191603178125} \sqrt{115} \\
 & - \frac{206104571568818}{13553622143015625} \sqrt{115} \\
 \end{array}\]

Table 8 (continuation). \(a_n, b_n, \text{ and } H_n\) for \(h(-12n) = 8\).
NEW RAMANUJAN-TYPE SERIES FOR $1/\pi$ $237$

$$a_{455} = \frac{35958686812804845816546}{4974358974851083512239} - \frac{19963924183950996708808}{44769230773659751610151} \sqrt{3}$$

$$- \frac{9186631100963295364887}{24871794874255417561195} \sqrt{7} + \frac{12114289251501127493868}{4974358974851083512239} \sqrt{13}$$

$$- \frac{21170489873453104001440}{14923076924553250536717} \sqrt{21} + \frac{19045288924435485549578}{14923076924553250536717} \sqrt{39}$$

$$+ \frac{23501400086019335742242}{4974358974851083512239} \sqrt{273}$$

$$b_{455} = \frac{108686803097864065436089}{4974358974851083512239} - \frac{19946094107146922990240}{14923076924553250536717} \sqrt{3}$$

$$- \frac{326904629053549798169919}{24871794874255417561195} \sqrt{7} + \frac{47775254611309163928990}{4974358974851083512239} \sqrt{13}$$

$$- \frac{9333352321361091775752}{4974358974851083512239} \sqrt{21} + \frac{2658123954621081666818}{4974358974851083512239} \sqrt{39}$$

$$+ \frac{113364283786699714762}{4974358974851083512239} \sqrt{273}$$

$$H_{455} = \frac{2559322775752916780245309314978504444197001585383}{123721236053407612450916800551583536031396606500} + \frac{726431859849607816583487985232610666030207597}{61860618026703806225545584002759426801569828025} \sqrt{3}$$

$$+ \frac{3839347276534358839899743258373310667699029791}{4948849442136304498036672022075414412558624200} \sqrt{7}$$

$$+ \frac{351649374516601338100434337317872458470333402}{61860618026703806225545584002759426801569828025} \sqrt{13}$$

$$+ \frac{5619614979247366508940540152294439807614722}{12372123605340761245091680055158353603139660650} \sqrt{21}$$

$$+ \frac{103240262189601325316821581878780645155153629}{30930390013351903112729200137797134007849140125} \sqrt{39}$$

$$+ \frac{538037718402253304261118862331927596113329}{2474424721068152249018336011037770720627931210} \sqrt{91}$$

$$+ \frac{152525837164039389925036504420966661190929163}{12372123605340761245091680055158353603139660650} \sqrt{273}$$

Table 9. $a_n$, $b_n$, and $H_n$ for $h(-12n) = 16$. 

Concluding remarks.

The common feature of all our series computed here is that they involve only simple quadratic numbers. The series corresponding to \( n = 455 \) gives us approximately 33 additional digits per term and it is the fastest convergent series belonging to the theory of \( q_2 \) known so far. It might also be the fastest convergent series for \( 1/\pi \) which involves only real quadratic numbers. One should compare this with the spectacular series discovered by the Borweins [4] which gives “25 digits per term” using only real quadratics. The fastest convergent series known so far is that given by the Borweins [4] which gives roughly 50 additional digits per term.
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