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Abstract

We aim to calibrate stochastic volatility models from option prices. We develop an optimal control approach to recover the risk neutral drift term of stochastic volatility. An efficient numerical algorithm is given. Numerical results and empirical studies are presented to demonstrate our algorithm. In contrast to existing literature, we do not assume that the stochastic volatility model has special structure, so our algorithm applies to calibration of general stochastic volatility models. In addition, our empirical results reveal that the risk neutral process of volatility recovered from market prices of options on S&P 500 index is indeed linearly mean-reverting.

Subject classifications: Finance: asset pricing; Dynamic programming-optimal control: applications.

Area of review: Financial engineering.

1 Introduction

Black and Scholes (1973) develop the celebrated option pricing model under the assumption that the underlying stock price follows a log-normal distribution with constant volatility. The model possesses some appealing properties, including the uniqueness of prices and the perfect replication of options. Unfortunately, the constant volatility assumption apparently conflicts with the volatility smile phenomenon observed in options markets.

As a remedy, Dupire (1994) considers the local volatility model, where volatility is a deterministic function of the underlying stock price and time. He derives an insightful equation, known as Dupire’s equation, revealing that there is a unique diffusion process consistent with the risk neutral densities derived from the market prices of options. In spite that a limited number of market
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prices may be insufficient to recover the entire volatility curve, Dupire’s equation provides very useful insights into the inverse problem of calibrating the local volatility model which has been extensively studied (e.g., Bouchouev and Isakov (1997,1999), Jiang et al. (2003), Egger and Engl (2005), Jiang and Bian (2012)).

The local volatility model inherits some nice properties from the Black-Scholes model, such as the law of unique price and perfect replication. However, Dumas et al. (1998) find that the out-of-sample performance of deterministic volatility models is poor. Empirical evidences by Brockman and Chowdhury (1997) and Buraschi and Jackwerth (2001) show that volatility is nondeterministic. This motives us to instead consider stochastic volatility models.

There is an extensive literature devoted to stochastic volatility models\(^1\), among which there are some named models, including Hull and White model (1987), Stein and Stein model (1991), Heston model (1993), etc. All of these models assume special structure of the volatility (or variance) process so as to obtain analytical pricing formulas for European vanilla options, which simplifies model calibration.

In this paper we consider calibration of general stochastic volatility models and aim to identify, through market prices of options, the risk neutral drift term of the volatility (or variance) process. The reason we only calibrate the drift term is that the volatility of the volatility (or variance) process does not change from the real world to the risk neutral world, whereas the drift term does. Thus the volatility of the volatility (or variance) process can be estimated by historical underlying stock prices whereas the risk-neutral drift term must be recovered from options market.

In contrast to standard literature, we assume that the risk neutral drift term of the volatility (or variance) process is a deterministic function of instantaneous volatility (or variance) and time and does not possess any special structure. As a consequence, analytical price formulas European options are unavailable. We shall formulate the calibration problem as a standard inverse problem of partial differential equations (PDEs) that can be attacked by an optimal control approach.

The contributions of the paper are summarized as follows. First, using the Dupire’s equation associated with stochastic volatility models, we formulate the calibration problem as a standard inverse problem of PDEs. Second, we solve the inverse problem in terms of an optimal control approach with Tikhonov regularization. We derive a necessary condition that the optimal solution satisfies. We further reduce the necessary condition, which plays a critical role in algorithm design. Third, by the reduced necessary condition, we propose a gradient descent algorithm to numerically

\(^1\)Note that for the stochastic volatility model, the law of unique price loses effect and perfect replication is no longer possible.
find the optimal solution. We highlight that our algorithm applies to general stochastic volatility models. Last but not least, we conduct an extensive numerical analysis to demonstrate the efficiency of our numerical algorithm. Moreover, by virtue of real market data, we reveal that the risk neutral drift term of the variance process of S&P 500 index is indeed linearly mean-reverting.

The rest of the paper is organized as follows. In Section 2, we formulate the calibration problem as a standard inverse problem of PDEs. In Section 3, we solve the inverse problem by an optimal control approach with the Tikhnonov regularization technique. We derive a necessary condition of the control problem by which we propose a numerical algorithm. Numerical and empirical results are presented in Section 4. We conclude in Section 5.

2 Problem Formulation

2.1 Calibration Problem

Let $X_t$ be the price process of the underlying stock. Under the risk-neutral world,

$$\frac{dX_t}{X_t} = (r-q)dt + \sigma_t dW_t^0,$$

$$\sigma_t = f(Y_t),$$

$$dY_t = b(Y_t, t)dt + \beta(Y_t)dW_t^1,$$

where $r, q$ represent the riskfree rate and the dividend yield of the underlying, respectively, $W_t^0$ and $W_t^1$ are standard 1-dimensional Brownian motions with constant correlation coefficient $\rho$, i.e., $dW_t^0 \cdot dW_t^1 = \rho dt$. We assume that $b(\cdot, \cdot)$ and $\beta(\cdot)$ are deterministic functions, and $Y_t$ is either the volatility (i.e. $f(Y_t) = Y_t$) or the variance (i.e. $f(Y_t) = \sqrt{Y_t}$) of the underlying.

Consider a European call option with strike price $K$ and maturity $T$. The option price, denoted by $V(x, y, t; K, T)$, satisfies the following equation:

$$\partial_t V + \mathcal{L}V = 0 \quad \text{in } x > 0, y > 0, t < T \quad (2.1)$$

with the terminal condition

$$V|_{t=T} = (x - K)^+, \quad (2.2)$$

where

$$\mathcal{L}V \equiv \frac{1}{2} x^2 f^2(y) \partial_{xx} V + \rho x f(y) \beta(y) \partial_{xy} V + \frac{1}{2} \beta^2(y) \partial_{yy} V + (r-q)x \partial_x V + b(y, t) \partial_y V - rV.$$

Apparently $V(x, y, t; K, T)$ depends on $b(y, t)$. 
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Denote the current time, current stock price, and current volatility by \( t^*, x^*, \) and \( \sigma^* \), respectively, and \( y^* \equiv f^{-1}(\sigma^*) \). Suppose we can observe the market prices of options with all maturities and strike prices, denoted by \( V^*(K, T) \). We consider the following calibration problem.

**Problem A:** Find a pair of functions \( b(y, t) \) and \( V(x, y, t; K, T) \) that satisfy (2.1)-(2.2) from market prices of options

\[
V(x^*, y^*, t^*; K, T) = V^*(K, T) \quad \text{for all } K, T.
\]

Note that the observed information \( V^*(\cdot, \cdot) \) is two dimensional, so we require that \( b(\cdot, \cdot) \), to be recovered, be also of two dimension. Regarding \( \beta \) and \( \rho \) that are given, there is no restriction on their functional forms. We use the present ones because it is easier to identify them by statistical approach.

It should be pointed out that Problem A is not a standard inverse problem of PDEs because the state variables of equation (2.1) are \( x, y, t \), but the data \( V^*(K, T) \) observed is with respect to \( K \) and \( T \).\(^2\) To be consistent with the data, we need to derive a PDE with state variables \( K, T \), as Dupire (1994) does.

### 2.2 Formulation as an Inverse Problem

Define \( \psi(x, y, t; K, \bar{y}, T) \) as the fundamental solution to (2.1), that is,

\[
\begin{align*}
\partial_t \psi + L \psi &= 0 \quad \text{in } x > 0, y > 0, t < T \\
\psi|_{t=T} &= \delta(x - K)\delta(y - \bar{y}).
\end{align*}
\]

From the well known property of fundamental solution, \( \psi(x^*, y^*, t^*; K, \bar{y}, T) \), as a function of \( K, \bar{y}, \) and \( T \), satisfies the adjoint equation of (2.1):

\[
\begin{align*}
\partial_T \psi - L^* \psi &= 0 \quad \text{in } K > 0, \bar{y} > 0, T > t^* \\
\psi|_{T=t^*} &= \delta(x^* - K)\delta(y^* - \bar{y}),
\end{align*}
\]

where

\[
L^* \psi \equiv \frac{1}{2} \partial_{KK}(K^2 f^2(\bar{y}) \psi) + \partial_{K\bar{y}}(\rho K f(\bar{y}) \beta(\bar{y}) \psi)
\]

\[
+ \frac{1}{2} \partial_{\bar{y}\bar{y}}(\beta^2(\bar{y}) \psi) - (r - q) \partial_K(K \psi) - \partial_{\bar{y}}(b(\bar{y}, T) \psi) - r \psi.
\]

\(^2\)Lagnado and Osher (1997) directly solve a non-standard inverse problem arising from calibration of the local volatility model. However their algorithm is rather complicated, as compared with that of Bouchouev and Isakov (1997) who use the Dupire’s equation.
In what follows, we suppress the dependence on $x^*, y^*, t^*$ for notational simplicity, namely,

$$
\psi(K, \bar{y}, T) \equiv \psi(x^*, y^*, t^*; K, \bar{y}, T),
$$
$$
V(K, T) \equiv V(x^*, y^*, t^*; K, T).
$$

The following proposition plays a critical role in formulating Problem A as a standard inverse problem.

**Proposition 1.** Let $\psi$ be the fundamental solution as defined above. Then $V(K, T)$ satisfies

$$
\partial_T V + (r - q)K \partial_K V + qV = \frac{1}{2}K^2 \int_0^\infty f^2(\bar{y})\psi(K, \bar{y}, T)d\bar{y} \quad \text{in } K > 0, \ T > t^* \quad (2.5)
$$

with the initial condition

$$
V|_{T=t^*} = (x^* - K)^+ . \quad (2.6)
$$

Furthermore, (2.5)-(2.6) permits an analytic solution:

$$
V(K, T) = e^{-q(T-t^*)} \left(x^* - e^{-(r-q)(T-t^*)}K\right)^+ + \frac{K^2}{2} \int_{t^*}^T \int_0^\infty e^{(-2r+q)(T-\tau)}f^2(\bar{y})\psi(Ke^{-(r-q)(T-\tau)}, \bar{y}, \tau)d\bar{y}d\tau. \quad (2.7)
$$

A proof of the proposition is in Appendix A.

We call Eq. (2.5) the modified Dupire’s equation associated with stochastic volatility models. We would like to relate the equation to the following result obtained by Derman and Kani (1998):

$$
\sigma^2_{\text{loc}}(K, T) = \mathbb{E} \left[ \sigma_T^2 \mid X_T = K \right], \quad (2.8)
$$

where

$$
\sigma^2_{\text{loc}}(K, T) = \partial_T V + (r - q)K \partial_K V + qV. \quad (2.9)
$$

Indeed, combining (2.8) with (2.9), we have

$$
\partial_T V + (r - q)K \partial_K V + qV = \frac{1}{2}K^2 \partial_{KK} V \mathbb{E} \left[ \sigma_T^2 \mid X_T = K \right]. \quad (2.10)
$$

By definition,

$$
\mathbb{E} \left[ \sigma_T^2 \mid X_T = K \right] = \int_0^\infty f^2(\bar{y}) \frac{\psi(K, \bar{y}, T)}{\int_0^\infty \psi(K, \bar{y}, T)d\bar{y}}d\bar{y}.
$$

It is worthwhile pointing out [see (A.2) in Appendix]

$$
\partial_{KK} V = \int_0^\infty \psi(K, \bar{y}, T)d\bar{y}. \quad (2.11)
$$
Combination of (2.10)-(2.11) yields the modified Dupire’s equation (2.5).

Clearly $\psi(\cdot, \cdot, \cdot)$ depends on $b(\cdot, \cdot)$, so does $V(\cdot, \cdot)$ via $\psi(\cdot, \cdot, \cdot)$. To emphasize the dependence on $b(\cdot, \cdot)$, we use the notations $\psi = \psi(\cdot, \cdot, \cdot; b)$ and $V = V(\cdot, \cdot; b)$. By Proposition 1, we can reformulate Problem A as follows.

**Problem B**: Find a triple of functions $b(\cdot, \cdot)$, $\psi(K, \overline{y}, T; b)$, and $V(K, T; b)$ that satisfy (2.3)-(2.4) and (2.7) from market prices of options

$$V(K, T; b) = V^*(K, T) \quad \text{for all } K, T.$$  

### 3 An Optimal Control Approach

In this section, we use an optimal control approach with the Tikhonov regularization technique [cf. Tikhonov et al. (1995)] to solve Problem B.

Let $t^* = T_0 < T_1 < T_2 < \cdots < T_N$ with $T_n = T_0 + nh$ and $h = (T_N - T_0)/N$. Given $b_0(\cdot) \equiv b(\cdot, T_0) \in B = H^1(\mathbb{R}^+) \equiv \{ v \in L^2(\mathbb{R}^+) : \partial_y v \in L^2(\mathbb{R}^+) \}$, we inductively construct two sequences of cost functional $J_n$ and optimal solution $b_n(\cdot)$, $n = 1, 2, \cdots, N$. That is, for each $n$, given $b_0(\cdot), b_1(\cdot), \cdots, b_{n-1}(\cdot) \in B$, we introduce the cost functional

$$J_n(\bar{b}) = \frac{\epsilon_1}{2} \| \bar{b} - b_{n-1} \|^2_{L^2(\mathbb{R}^+)} + \frac{\epsilon_2}{2} \| \partial_y \bar{b}(\overline{y}) \|^2_{L^2(\mathbb{R}^+)} + \frac{1}{2h^2} \| V_h(\cdot; T_n; \bar{b}^h) - V^*(\cdot, T_n) \|^2_{L^2(\mathbb{R}^+)}$$  

(3.1)

for $\bar{b} \in B$, where $\epsilon_1, \epsilon_2 > 0$ are two regularization parameters, and $V_h(\cdot, \cdot; \bar{b}^h)$ is as given by (2.7) with the coefficient

$$\bar{b}^h(\overline{y}, T) \equiv \begin{cases} \frac{T-T_n}{T-T_0} \bar{b}(\overline{y}) + \frac{T_n-T}{T_0-T} b_{n-1}(\overline{y}), & T_{n-1} \leq T \leq T_n \\ \frac{T-T_n}{T-T_0} b_k(\overline{y}) + \frac{T_n-T}{T_0-T} b_{k-1}(\overline{y}), & T_{k-1} \leq T \leq T_k \end{cases} \quad 1 \leq k \leq n-1.$$  

(3.2)

We aim to solve the following control problem: given $b_0(\cdot), b_1(\cdot), \cdots, b_{n-1}(\cdot) \in B$, find $b_n(\cdot) \in B$ such that

$$J_n(b_n) = \inf_{\bar{b} \in B} J_n(\bar{b}).$$  

(3.3)

The first two terms on the right hand side of (3.1) are the so-called Tikhonov regularization which are widely utilized to handle ill posed problems. It is worthwhile pointing out that the term $\frac{\epsilon_2}{2h^2} \| \partial_y \bar{b}(\overline{y}) \|^2_{L^2(\mathbb{R}^+)}$, first introduced by Jiang and Bian (2012) to recover the time-dependent local volatility, enables us to achieve certain regularity of $b(\cdot, \cdot)$ in $T$ which is needed for convergence analysis. However, for numerical experiments presented in Section 4, this term is actually removed and we find that it does not cause any oscillation.

---

For ease of presentation, we assume a regular partition in $[t^*, T_N]$. 

---
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3.1 A Necessary Condition

Let us derive the necessary condition for optimality of problem (3.3). Assume that \( b_n(\cdot) \) is the optimal solution of (3.3). For any \( \omega \in B \), we denote \( b_\lambda = b_n + \lambda \omega \in B \), \( \lambda \in \mathbb{R} \), and define

\[
j(\lambda) = J_n(b_\lambda), \quad \lambda \in \mathbb{R}.
\]

Note that \( j(\lambda) \) reaches its minimum at \( \lambda = 0 \). It follows

\[
j'(0) = \frac{d}{d\lambda} J_n(b_\lambda)\big|_{\lambda=0} = 0,
\]

from which we can derive the following necessary condition.

**Proposition 2.** Let \( b_n \) be the minimizer of problem (3.3). Let \( b^h(\cdot, \cdot) \) be as given in (3.2) with \( b_n \) in place of \( \bar{b} \), and let \( \psi_h(K, \bar{y}, T) \) and \( V_h(K, T) \) be the solution to (2.3)-(2.4) and as given by (2.7), respectively, where the coefficient \( b(\cdot, \cdot) \) is replaced by \( b^h(\cdot, \cdot) \). Then \( b_n \) satisfies the following variational problem

\[
\int_0^\infty \left( \epsilon_1 \frac{b_n - b_{n-1}}{h} \cdot \omega + \epsilon_2 \partial_\tau b_n \cdot \partial_\tau \omega 
- \frac{1}{h^2} \int_{T_{n-1}}^{T_n} \int_0^\infty \frac{\tau - T_{n-1}}{h} g_h(K, \bar{y}, \tau) \partial_\tau \psi (\bar{y}(K, \bar{y}, \tau) \cdot \omega) \, d\tau \, dK \right) \, d\bar{y} = 0,
\]

for any \( \omega \in B \), where \( g_h(K, \bar{y}, \tau) \) satisfies

\[
\partial_\tau g_h + \mathcal{L}_h g_h = -\frac{K^2}{2} \left[ V_h(K e^{(r-q)(T_n-\tau)}; T_n) - V^*(K e^{(r-q)(T_n-\tau)}; T_n) \right] e^{(r-2q)(T_n-\tau)} f^2(\bar{y}) \quad (3.6)
\]

\[
K > 0, \bar{y} > 0, \tau \in [T_{n-1}, T_n),
\]

where \( \mathcal{L}_h \) is the operator \( \mathcal{L} \) with coefficient \( b^h(\cdot, \cdot) \) in place of \( b(\cdot, \cdot) \).

The proof is in Appendix B.

It is somewhat time consuming to find numerical solutions of (3.5)-(3.6) because (3.6) is a two dimensional time-dependent problem. To simplify computations, we send \( h \to 0 \) to obtain the following limiting equation of (3.5):

\[
\int_0^T d\tau \int_0^\infty \left\{ \epsilon_1 \partial_\tau b \cdot \omega + \epsilon_2 \partial_\tau b \cdot \partial_\tau \omega 
+ \frac{1}{2} f(\bar{y}) f'(\bar{y}) \int_0^\infty K^2 [V(K, \tau; b) - V^*(K, \tau)] \psi (K, \bar{y}, \tau; b) \, dK \cdot \omega \right\} \, d\bar{y} = 0 \quad (3.7)
\]
for any $\omega(\bar{y}, \tau) \in C_0^\infty((0, +\infty) \times (t^*, +\infty))$, where $b = b(\bar{y}, t), \psi(K, \bar{y}, T; b)$ and $V(K, T; b)$ are the solution to (2.3)-(2.4) and as given by (2.7), respectively. The derivation of (3.7) is in Appendix C.

(3.7) can be regarded as the necessary condition of the optimal control problem in continuous time. It is apparent that (3.7) is the weak formulation of the following equation:

$$
\epsilon_1 \partial_T b - \epsilon_2 \partial_y b + \frac{1}{2} f(\bar{y}) f'(\bar{y}) \int_0^\infty K^2[V(K, T) - V^*(K, T)] \psi(K, \bar{y}, T; b) \, dK = 0
$$

in $\bar{y} > 0, T > t^*$. We will design an algorithm based on a discretization of (3.8) to find the optimal solution.\footnote{We also tried solving (3.5)-(3.6) and obtained almost the same numerical results, though it was relatively time-consuming.}

3.2 Numerical Algorithm

We have seen that the optimal solution is determined by a system of equations (2.3)-(2.4), (2.7), and (3.8) with certain initial/boundary conditions. This requires the numerical solution of the system which can be accomplished using a finite difference method (see e.g., Quarteroni and Valli (1994)). Due to stability concern, we use the implicit finite difference method which requires that the solution domain be truncated into a bounded domain:

$$
K \in [K_{\text{min}}, K_{\text{max}}], \bar{y} \in [0, y_{\text{max}}], t \in [t^*, T_N].
$$

Appropriate boundary conditions will be prescribed.

To describe our algorithm, we use semi-discretization schemes. Let us choose $h > 0$ as the step size of time and let $t^* = T_0 < T_1 < T_2 < \cdots < T_N$ be the partition of $[t^*, T_N]$ with $T_n = T_0 + nh$. Denote

$$
b_n(\cdot) \equiv b(\cdot, T_n), \quad \psi_n(\cdot, \cdot) = \psi(\cdot, \cdot, T_n), \quad V_n(\cdot) = V(\cdot, T_n).
$$

Suppose $b_0(\cdot)$ is given with $\psi_0(K, \bar{y}) = \delta(x^* - K)\delta(y^* - \bar{y}), V_0(K) = (x^* - K)^+$. We inductively solve for $b_n(\cdot)$ as well as $\psi_n(\cdot, \cdot)$ and $V_n(\cdot)$, $n = 1, 2, \cdots, N$ through an implicit discretization of the system. Because (3.8) is nonlinear, an iterative procedure is required at each time step. Let $b_{n,k}$, $\psi_{n,k}$, and $V_{n,k}$ be the values at the $k$-th iteration of the $n$-th time step. The iteration procedure for the $n$-th time step is given as follows.

**Iteration procedure for the $n$-th time step:**

1. Choose a tolerance $\varepsilon > 0$ and an initial guess

$$
b_{n,0} : b_{n-1}(\cdot), \quad \psi_{n,0}(\cdot, \cdot) = \psi_{n-1}(\cdot, \cdot), \quad V_{n,0}(\cdot) = V_{n-1}(\cdot),
$$
and set $k = 1$.

2. Solve for $b_{n,k}$ in terms of an implicit discretization of (3.8):

$$
\epsilon_1 \frac{b_{n,k} - b_{n-1}}{h} - \epsilon_2 \partial_y b_{n,k} + F(\bar{y}, \psi_{n,k-1}, V_{n,k-1}) = 0 \text{ for } \bar{y} \in (0, y_{\text{max}}),
$$

(3.9)

where

$$
F(\bar{y}, \psi_{n,k-1}, V_{n,k-1}) = \frac{1}{2} f(\bar{y}) f'(\bar{y}) \int_{K_{\text{min}}}^{K_{\text{max}}} K^2 (V_{n,k-1}(K) - V^*(K, T_n)) \psi_{n,k-1}(K, \bar{y}) dK,
$$

and either Dirichlet or Neumann boundary conditions are given at $\bar{y} = 0, Y_{\text{max}}$ and are elaborated in the next section.

3. Use the updated $b_{n,k}$ to solve for $\psi_{n,k}(\cdot, \cdot)$ in terms of an implicit discretization of (2.3):

$$
\frac{\psi_{n,k} - \psi_{n-1}}{h} - \mathcal{L}^* \psi_{n,k} = 0 \text{ for } K \in (K_{\text{min}}, K_{\text{max}}), \bar{y} \in (0, y_{\text{max}})
$$

with boundary conditions

$$
\psi_{n,k}(K_{\text{min}}, \cdot) = \psi_{n,k}(K_{\text{max}}, \cdot) = 0,
$$

$$
\psi_{n,k}(\cdot, 0) = \psi_{n,k}(\cdot, y_{\text{max}}) = 0,
$$

where the risk-neutral drift term of volatility process appearing in $\mathcal{L}^*$ takes the form of linear interpolation

$$
b(\cdot, T) \equiv \frac{T - T_{n-1}}{h} b_{n,k}(\cdot) + \frac{T_n - T}{h} b_{n-1}(\cdot), \ T_{n-1} \leq T \leq T_n.
$$

4. Find $V_{n,k}(\cdot)$ by the updated $\psi_{n,k}(\cdot)$ and a variation of (2.7)

$$
V_{n,k}(K) = e^{-qh} V_{n-1}(e^{-(r-q)h} K)
$$

$$
+ \frac{K^2}{2} \int_{T_{n-1}}^{T_n} e^{-2(r+q)(T_n - \tau)} \int_0^\infty f^2(\bar{y}) \psi(K e^{-(r-q)(T_n - \tau)}, \bar{y}, \tau) d\bar{y} d\tau.
$$

Using a simple numerical integration, we have

$$
V_{n,k}(K) = e^{-qh} V_{n-1}(e^{-(r-q)h} K)
$$

$$
+ \frac{K^2}{2} \int_0^\text{Y_{max}} \frac{h}{2} f^2(\bar{y}) \left[ e^{-(r+q)h} \psi_{n-1}(K e^{-(r-q)h}, \bar{y}) + \psi_{n,k}(K, \bar{y}) \right] d\bar{y}.
$$

5. Let $b_n = b_{n,k}$, $\psi_n = \psi_{n,k}$, $V_n = V_{n,k}$ and stop if $\| b_{n,k}(\cdot) - b_{n,k-1}(\cdot) \| < \varepsilon$. Otherwise set $k = k + 1$ and go to Step 2.

5Here we use the fully implicit scheme, so only $b_{n,k}$ is actually used. The form of interpolation will be needed when the Crank-Nicolson scheme is adopted.
To make the above iteration more smoothly, we introduce a ‘relaxed’ time scale $\kappa$ at Step 2 of the above procedure. That is, we replace (3.9) by

$$\frac{b_{n,k} - b_{n,k-1}}{\kappa} + \epsilon_1 \frac{b_{n,k} - b_{n-1}}{h} - \epsilon_2 \partial_{y}b_{n,k} + F(\bar{y}, \psi_{n,k-1}, V_{n,k-1}) = 0.$$  

(3.10)

Note that (3.10) can be rewritten as

$$b_{n,k} = b_{n,k-1} - \kappa \left[ \epsilon_1 \frac{b_{n,k} - b_{n-1}}{h} - \epsilon_2 \partial_{y}b_{n,k} + F(\bar{y}, \psi_{n,k-1}, V_{n,k-1}) \right].$$ 

(3.11)

Recalling the derivation procedure of the necessary condition, we can see that the last term $[\cdot]$ on the right hand side of (3.11) is essentially the Frechet derivative of the cost functional $J_n(\cdot)$. Hence, this is equivalent to employing the steepest descent method to find the minimizer of the optimization problem (3.3). To ensure stability, we still use an implicit scheme to solve (3.10).

A natural question is how to choose the values of regularity parameters $\epsilon_1, \epsilon_2$. Theoretically the smaller $\epsilon_1, \epsilon_2$, the more accurate the solutions. However decreasing the values of $\epsilon_1, \epsilon_2$ may cause numerical oscillation. Luckily our numerical experiments reveal that we can always choose $\epsilon_1 = 0$ which nonetheless does not incur any oscillation. The value of $\epsilon_2$ varies for different examples but is also very small.

The remaining problem is how to choose the initial guess $b_0(\cdot)$. By numerical experiments, we find that owing to $\epsilon_1 = 0$, the recovered $b(\cdot, \cdot)$ is insensitive to $b_0(\cdot)$. Hence, for all experiments presented in the next section, we always choose $b_0(\cdot) \equiv 0$.

4 Numerical Experiments and Market Tests

To test our algorithm, we consider an extended Hull-White model:

$$dX_t = (r - q)dt + \sigma_t dW^0_t,$$

$$\sigma_t = \sqrt{Y_t},$$

$$dY_t = b(Y_t, t)dt + \gamma Y_t dW^1_t$$

with $dW^0_t dW^1_t = \rho dt$. That is,

$$f(y) = \sqrt{y}, \quad \beta(y) = \gamma y.$$

Here $\rho$ and $\gamma$ are constants that can be estimated from historical data of the underlying. We implement the algorithm presented in Section 3.2 to recover $b(\cdot, \cdot)$.

---

6The reason we are interested in the Hull-White model is that it is consistent with the GARCH(1,1) model. In the extended Hull-White model considered here, the risk-neutral drift term of the variance process is a general function of instantaneous variance and time. We highlight that our approach applies to other stochastic volatility models.
We use a uniform mesh with $N_K$ subintervals in $[K_{min}, K_{max}]$ and $N_y$ subintervals in $[0, y_{max}]$, that is,

$$K_i = K_{min} + i \frac{K_{max} - K_{min}}{N_K}, \quad i = 0, 1, ..., N_K,$$

$$y_j = j \frac{y_{max}}{N_y}, \quad j = 0, 1, ..., N_y.$$

### 4.1 Numerical Experiments

To demonstrate the efficiency of our algorithm, we first carry out tests with exact solutions. Suppose the exact solution is $b^*(\cdot, \cdot)$ with which we solve (2.1)-(2.2) to get $V(x^*, y^*, t^*; K_i, T_n)$ for $i = 0, 1, ..., N_K; n = 0, 1, ..., N$. We then treat $V^*(K_i, T_j) \equiv V(x^*, y^*, t^*; K_i, T_j)$ as the market prices of options which are used to recover $b(\cdot, \cdot)$ through the algorithm presented in Section 3.2.

At Step 2 of the iteration procedure, the boundary conditions for $b_{n,k}$ are needed. We then use the exact boundary conditions. Both Dirichlet conditions and Neumann conditions are tested respectively, that is,

- **Dirichlet conditions:** $b_{n,k}(0) = b^*(0, T_n)$, $b_{n,k}(y_{max}) = b^*(y_{max}, T_n)$;
- **Neumann conditions:** $\partial_y b_{n,k}(0) = \partial_y b^*(0, T_n)$, $\partial_y b_{n,k}(y_{max}) = \partial_y b^*(y_{max}, T_n)$.

The default parameter values are given as follows:

$$x^* = 1, \quad y^* = 0.02, \quad t^* = 0, \quad K_{min} = 0.5, \quad K_{max} = 1.5, \quad y_{max} = 0.1, \quad N_K = 50, \quad N_y = 50,$$

$$r = 0.02, \quad q = 0, \quad \gamma = 0.1, \quad \rho = 0.5, \quad \varepsilon = 2 \times 10^{-9}, \quad \epsilon_1 = 0, \quad \epsilon_2 = 4 \times 10^{-5}, \quad \kappa = 2 \times 10^{-6}.$$

**Test 1.** $b^* = b^*(\bar{y})$.

We first consider a simple case in which $b^*$ is independent of time. Then we only need the prices of options with one maturity $T_1$ to do calibration. So, $N = 1$, and we take $T_1 = 1/12$.

We test three kinds of profile for $b$, corresponding constant, linear, and cubic dependence on $\bar{y}$, respectively.

1. $b^*(\bar{y}) = 0.2$;
2. $b^*(\bar{y}) = 2(0.08 - \bar{y})$;
3. $b^*(\bar{y}) = -(\bar{y} - 0.05)^3$.

For all three cases we use $b_0(\cdot) \equiv 0$ as an initial guess. The results are presented in Figure 1, Figure 2, and Figure 3, respectively. It can be observed that the recovered values coincide with the exact values perfectly.
Figure 1: Recovery of constant drift term. The left figure is with Dirichlet conditions while the right is with Neumann conditions. The dotted line is the initial guess \( b_0(\cdot) \equiv 0 \), the solid line is the exact drift term \( b^*(\cdot) = 0.2 \), and the circles are the drift term \( b(\cdot) \) recovered by our algorithm from option prices that are generated with the exact drift term.

**Test 2.** \( b^* = b^*(\bar{y}, T) \)

Now we examine the time-dependent case in which only Neumann conditions are given for (3.10). We need to use three months data, so we take \( N = 3 \), \( T_1 = \frac{1}{12} \), \( T_2 = \frac{2}{12} \), \( T_3 = \frac{3}{12} \).

The exact value \( b^*(\bar{y}, T) = -\frac{(\bar{y} - 0.05)^2}{1 + 2T} \) with which we generate the option prices as the market prices. We again use the initial value \( b_0(\cdot) \equiv 0 \) and Neumann boundary conditions, and the results are shown in Figure 4. We can see that our algorithm still performs very well.

**Test 3. Stability with data**

To investigate the stability of our algorithm, we add a white noise to the ‘observed’ data. The whole procedure is elaborated below. We consider the case in Test 1 with the exact risk-neutral drift term \( b^*(\bar{y}) = 2(0.08 - \bar{y}) \). As before we solve (2.1)-(2.2) with \( b^*(\cdot) \) to get \( V(x^*, y^*, t^*; K_i, T_n) \).

For any \( i = 0, 1, \ldots, N_K \), \( n = 0, 1, \ldots, N \), we let

\[
V^*(K_i, T_n) = \left(1 + \frac{\xi_{i,n}}{50}\right) V(x^*, y^*, t^*; K_i, T_n),
\]

where \( \xi_{i,n} \) is a random variable drawn from the standardized normal distribution. Then we use \( V^*(K_i, T_n) \) to do calibration. The results, presented in Figures 5, verify the stability of our algorithm.
Figure 2: Recovery of mean-reverting drift term. The left figure is with Dirichlet conditions while the right is with Neumann conditions. The dotted line is the initial guess $b_0(\cdot) \equiv 0$, the solid line is the exact drift term $b^*(\bar{y}) = 2(0.08 - \bar{y})$, and the circles are the drift term $b(\cdot)$ recovered by our algorithm from option prices that are generated with the exact drift term.

### 4.2 Market Tests

We now test the performance of our algorithm with real market data. Here the underlying asset is SPY, an exchange traded fund (ETF) on SP 500 index. To calibrate the extended Hull-White model, we use the quoted prices of call options on SPY with maturities $T_1 = 28/09/2012$, $T_2 = 20/10/2012$, $T_3 = 17/11/2012$, which are documented in Appendix D.\(^7\) All quoted prices are of $t^* = 30/08/2012$, and the SPY price on the day is $x^* = 140.49$. The default parameter values are given as follows.

\[
\begin{align*}
y^* &= 0.024, \quad K_{\min} = 0.4x^*, \quad K_{\max} = 1.4x^*, \quad y_{\max} = 0.1, \\
N_K &= 100, \quad N_y = 50, \quad r = 0.005, \quad q = 0.03, \quad \gamma = 0.1, \quad \rho = -0.5, \\
\epsilon_1 &= 0, \quad \epsilon_2 = 5 \times 10^{-4}x^2, \quad \varepsilon = 10^{-4}, \quad \kappa = 10^{-2}.
\end{align*}
\]

We first use the prices of the options with maturity $T_1$ to recover the time-independent $b(\cdot)$, where one time step is needed, i.e., $N = 1$. As before we need to prescribe the boundary conditions for $b_{n,k}$ in Step 2 of the iteration procedure. To examine the effect of boundary conditions on calibrations, we consider the following three (Neumann) boundary conditions:

1. $\partial_y b_{1,k}(0) = -2$, $\partial_y b_{1,k}(y_{\max}) = -2$;
2. $\partial_y b_{1,k}(0) = -3$, $\partial_y b_{1,k}(y_{\max}) = -3$;
3. $\partial_y b_{1,k}(0) = -4$, $\partial_y b_{1,k}(y_{\max}) = -4$.

\(^7\)Bid and ask prices are recorded, and we use their average as market prices for calibration.
Figure 3: Recovery of cubic drift term. The left figure is with Dirichlet conditions while the right is with Neumann conditions. The dotted line is the initial guess \( b_0(\cdot) \equiv 0 \), the solid line is the exact drift term \( b^*(\bar{y}) = -(\bar{y} - 0.05)^3 \), and the circles are the drift term \( b(\cdot) \) recovered by our algorithm from option prices that are generated with the exact drift term.

3. \( \partial_{\bar{y}} b_{1,k}(0) = -3, \partial_{\bar{y}} b_{1,k}(y_{max}) = -2 \).

For all cases we use the initial guess \( b_0(\cdot) \equiv 0 \). The recovered results are reported in Figures 6-8. In each figure, the left shows the recovered \( b(\cdot) \) while the right presents the market prices of options used for calibration (dots) and the option prices generated from the recovered \( b(\cdot) \) (solid line). We observe that the boundary conditions significantly affect the recovered \( b(\cdot) \). However, for all cases, the option prices generated from the recovered \( b(\cdot) \) coincide with the market prices very well. This implies that the solution to the calibration problem is not unique. Moreover, using a least-square fitting, we can fit the recovered \( b(\cdot) \) by a straight line \( \alpha(\theta - \bar{y}) \), where \( (\alpha, \theta) = (1.997, 0.007), (2.998, 0.012), (2.308, 0.105) \) for the above three boundary conditions, respectively. This indicates that the calibrated risk-neutral variance process is linearly mean-reverting.

Now we further use the real market data on \( T_2 \) and \( T_3 \) to calibrate \( b(\cdot, \cdot) \), with boundary conditions \( \partial_{\bar{y}} b_{n,k}(0) = -3, \partial_{\bar{y}} b_{n,k}(y_{max}) = -3 \). The calibration results are shown in Figure 9, where the left presents calibrated \( b(\cdot, T_i), i = 1, 2, 3 \), and the right presents the market option prices (dots) and the option prices generated from the recovered \( b(\cdot, \cdot) \) (solid line). Again we can observe that our algorithm performs very well. The recovered \( b(\cdot, T_i) \) can be fitted by straight lines \( \alpha_i(\theta_i - \bar{y}) \).
Figure 4: Recovery of time-varying drift term. Neumann conditions are given, and the initial guess $b_0(\cdot) \equiv 0$. The dotted, solid, and dashed lines are the exact drift term $b^*(\bar{y}, T) = -(\bar{y} - 0.05)^3/(1 + 2T)$ with $T = 1/12, 2/12, 3/12$, respectively, and the circles, dots, and plus are the drift terms $b(\cdot, 1/12), b(\cdot, 2/12), b(\cdot, 3/12)$ recovered by our algorithm from option prices generated with the exact drift term.

with

\[
\alpha_1 = 2.998, \quad \theta_1 = 0.012, \\
\alpha_2 = 2.990, \quad \theta_2 = 0.093, \\
\alpha_3 = 2.978, \quad \theta_3 = 0.091,
\]
respectively.

5 Conclusion

In this article, we propose an optimal control approach to recover, from the options market, the risk-neutral drift term of the volatility or variance process in the stochastic volatility model. In contrast to the existing literature, the drift term does not possess any special structure and analytical pricing formulas for European options are unavailable.

We first present a modified Dupire’s equation associated with stochastic volatility models, which allows us to formulate the calibration problem as a standard inverse problem of partial differential equations. We then use an optimal control approach with Tikhonov regularization to solve the inverse problem. A necessary condition that the optimal solution satisfies is derived.
Figure 5: Stability analysis of the algorithm. The exact drift term is $b^*(\bar{y}) = 2(0.08 - \bar{y})$. The left figure shows the calibration results, where the dotted line is the initial guess $b_0(\cdot) \equiv 0$, the solid line is the exact drift term, and the circles are the drift term $b(\cdot)$ recovered by our algorithm from option prices generated with the exact drift term and white ‘noise’. The right figure presents the option prices generated with the exact drift term (solid line), the prices with white ‘noise’ (dots), and the prices generated with the recovered drift term (circles).

We further simplify the necessary condition and then propose a gradient descent algorithm to numerically find the optimal solution. Our algorithm can be applied to calibrate general stochastic volatility models. An extensive numerical analysis is presented to demonstrate the efficiency of our numerical algorithm. It is worthwhile pointing out that the boundary conditions required in the algorithm significantly affect the calibration results, but in all cases the option prices generated from the stochastic volatility model with the recovered drift term coincide very well with the market prices of options. Moreover, we find that the variance process of S&P 500 index recovered from the options market is indeed linearly mean-reverting.

Appendix A: Proof of Proposition 1

Let us first prove (2.5). The original idea stems from Dai and Wu (2002). Denote

$$u = \partial_{KK} V. \tag{A.1}$$

Differentiating (2.1)-(2.2) w.r.t. $K$ twice, we obtain

$$\partial_t u + \mathcal{L} u = 0 \quad \text{in } x > 0, y > 0, t \in [0, T)$$

$$u|_{t=T} = \delta(x - K).$$

Here $\delta(x - K)$ is the Dirac’s delta function concentrated at $x = K$. Note that $\delta(x - K)$ is a line
source, instead of a point source, since the space is two dimensional. Therefore,

\[ u(x, y, t; K, T) = \int_{0}^{\infty} \psi(x, y, t; K, \bar{y}, T) d\bar{y} \quad (A.2) \]

by which, we integrate (2.3) with respect to \( \bar{y} \) to get

\[
\frac{\partial T}{\partial u} = \frac{1}{2} \frac{\partial K}{\partial K} \left( K^2 \int_{0}^{\infty} f^2(\bar{y}) \psi(x, y, t; K, \bar{y}, T) d\bar{y} \right) + \frac{\partial K}{\partial K} [\rho K f(y) \beta(\bar{y}) \psi(x, y, t; K, \bar{y}, T)]|_{0}^{\infty} \\
+ \frac{1}{2} \frac{\partial K}{\partial K} [\beta^2(\bar{y}) \psi(x, y, t; K, \bar{y}, T)]|_{0}^{\infty} - (r - q) \frac{\partial K}{\partial K} (Ku) \\
- (b(\bar{y}, T) \psi(x, y, t; K, \bar{y}, T))]|_{0}^{\infty} - ru \quad \text{in } K > 0, T > t.
\]

Since \( \psi \) decays fast enough at \( \bar{y} = 0, \infty \), we deduce

\[
\frac{\partial T}{\partial u} = \frac{1}{2} \frac{\partial K}{\partial K} \left( K^2 \int_{0}^{\infty} f^2(\bar{y}) \psi(x, y, t; K, \bar{y}, T) d\bar{y} \right) - (r - q) \frac{\partial K}{\partial K} (Ku) - ru \quad \text{in } K > 0, T > t.
\]

Integrating this equation twice w.r.t. \( K \) and restricting attention to \( x^*, y^*, t^* \), we get (2.5).

Given \( \psi \), (2.5) is a first-order linear equation. Now let us find the analytical solution of (2.5) subject to terminal condition (2.6). By transformation

\[ H(Z, T) = e^{qT} V(K, T), \quad Z = \log K, \]

we have

\[
\frac{\partial H}{\partial T} + (r - q) \frac{\partial H}{\partial Z} = \frac{1}{2} e^{qT} e^{2Z} \int_{0}^{\infty} f^2(\bar{y}) \psi(e^Z, \bar{y}, T) d\bar{y}
\]

Figure 6: Market test with boundary conditions \( \partial_y b_{1,k}(0) = -2 \), \( \partial_y b_{1,k}(y_{\text{max}}) = -2 \). The quoted prices of call options on SPY with maturity \( T_1 = 28/09/2012 \) are used. The current time \( t^* = 30/08/2012 \), and the SPY price on the day is 140.49. The left figure presents the calibrated \( b(\cdot) \) while the right figure presents the market prices of options used for calibration (circles) and the option prices generated from the recovered \( b(\cdot) \) (solid line). The recovered \( b(\cdot) \) can be fitted by a straight line \( \alpha(\theta - \bar{y}) \) with \( \alpha = 1.997 \) and \( \theta = 0.007 \).
in $Z \in (-\infty, \infty), T > t^\star$. Consider the characteristic line $Z(T) = Z(t^\star) + (r - q)T$ along which we have
\[
\frac{dH(Z(T), T)}{dT} = \frac{1}{2} e^{\gamma T} e^{2Z(T)} \int_0^\infty f^2(\gamma) \psi(e^{Z(T)}, \gamma, T) d\gamma.
\]
It follows
\[
H(Z(T), T) = H(Z(t^\star), t^\star) + \frac{1}{2} \int_{t^\star}^T e^{\gamma \tau} e^{2Z(\tau)} \int_0^\infty f^2(\gamma) \psi(e^{Z(\tau)}, \gamma, \tau) d\gamma d\tau.
\]
Since $Z(\tau) = Z(T) - (r - q)(T - \tau)$, we have
\[
H(Z(T), T) = H(Z(T) - (r - q)(T - t^\star), t^\star) + \frac{1}{2} \int_{t^\star}^T e^{\gamma \tau} e^{2[Z(T) - (r - q)(T - \tau)]} \int_0^\infty f^2(\gamma) \psi(e^{Z(T) - (r - q)(T - \tau)}, \gamma, \tau) d\gamma d\tau.
\]
Hence,
\[
H(Z, T) = H(Z - (r - q)(T - t^\star), t^\star) + \frac{1}{2} \int_{t^\star}^T e^{\gamma \tau} e^{2[Z - (r - q)(T - \tau)]} \int_0^\infty f^2(\gamma) \psi(e^{Z - (r - q)(T - \tau)}, \gamma, \tau) d\gamma d\tau.
\]
Changing to the original variables gives the desired result.

Appendix B: Proof of Proposition 2
Figure 8: Market test with boundary conditions $\partial_y b_{1,k}(0) = -3$, $\partial_y b_{1,k}(y_{\text{max}}) = -2$. The quoted prices of call options on SPY with maturity $T_1 = 28/09/2012$ are used. The current time $t^* = 30/08/2012$, and the SPY price on the day is 140.49. The left figure presents the calibrated $b(\cdot)$ while the right figure presents the market prices of options used for calibration (circles) and the option prices generated from the recovered $b(\cdot)$ (solid line). The recovered $b(\cdot)$ can be fitted by a straight line $\alpha(\theta - \bar{y})$ with $\alpha = 2.308$ and $\theta = 0.105$.

(3.4) is equivalent to

$$\frac{d}{d\lambda} \left( \int_0^\infty \frac{\epsilon_1}{2h} [b_\lambda - b_{\lambda-1}]^2 + \frac{\epsilon_2}{2} |\partial_y b_\lambda(y)|^2 dy + \frac{1}{2h^2} \int_0^\infty |V_h(K, T_n; b_\lambda^h) - V^*(K, T_n)|^2 dK \right)\bigg|_{\lambda=0} = 0,$$  

(B.1)

where $V_h(K, T_n; b_\lambda^h)$ is as given by (2.7) with the coefficient $b_\lambda^h(\cdot, \cdot) \equiv b^h(\cdot, \cdot) + \lambda \omega(\cdot)$. Setting $\xi(K, T) = \frac{dV_h(K, T, b_\lambda^h)}{d\lambda}|_{\lambda=0}$, we infer from (B.1) that

$$\int_0^\infty \epsilon_1 \frac{b_n - b_{n-1}}{h} \cdot \omega + \epsilon_2 \partial_y b_n(y) \partial_y \omega(y) dy + \frac{1}{h^2} \int_0^\infty (V_h(K, T_n) - V^*(K, T_n)) \xi(K, T_n) dK = 0 \quad (B.2)$$

for any $\omega \in B$ and $T_{n-1} \leq T \leq T_n$. By (2.5), $\xi$ satisfies

$$\begin{cases}
\partial_T \xi + (r - q)K \partial_K \xi + q\xi = \frac{K^2}{2} \int_0^\infty \frac{f^2(y)\eta(K, y, T)}{d\lambda} dy, & T_{n-1} \leq T \leq T_n, \\
\xi(K, T_{n-1}) = 0,
\end{cases}$$

with $\eta(K, y, T) = \frac{d\psi_h(K, y, T; b_\lambda^h)}{d\lambda}|_{\lambda=0}$, where $\psi_h(K, y, T; b_\lambda^h)$ is the solution to (2.3)-(2.4) with the coefficient $b_\lambda^h$. Similar to (2.7), we have an analytical expression form for $\xi$,

$$\xi(K, T) = \int_{T_{n-1}}^T K^2 \frac{2}{e^{-(2r-q)(T-\tau)}} \int_0^\infty f^2(y)\eta(Ke^{-(r-q)(T-\tau)}, y, \tau) \partial_y dy d\tau. \quad (B.3)$$

Note that $\eta(K, y, T)$ is the solution to the following problem:

$$\begin{cases}
\partial_T \eta - \mathcal{L}_h^\kappa \eta = -\partial_y (\psi_h \omega) \frac{T-T_{n-1}}{h}, & T_{n-1} < T \leq T_n, \\
\eta(K, y, T_{n-1}) = 0.
\end{cases}$$
Figure 9: Market test with boundary conditions $\partial^2 b_{n,k}(0) = -3$, $\partial^2 b_{n,k}(y_{max}) = -3$, $n = 1, 2, 3$. The quoted prices of call options on SPY with maturities $T_1 = 28/09/2012$, $T_2 = 20/10/2012$, and $T_3 = 17/11/2012$ are used. The current time $t^* = 30/08/2012$, and the SPY price on the day is 140.49. The left figure presents the calibrated $b(\cdot, T_i)$, $i = 1, 2, 3$ while the right figure presents the market prices of options used for calibration and the option prices generated from the recovered $b(\cdot)$. The recovered $b(\cdot, T_i)$ can be fitted by a straight line $\alpha_i(\theta_i - \overline{y})$ with $(\alpha_1, \theta_1) = (2.998, 0.012)$, $(\alpha_2, \theta_2) = (2.990, 0.093)$, $(\alpha_3, \theta_3) = (2.978, 0.091)$, respectively.

Let $G_h$ be the Green function associated with operator $L^*_h$. By Green’s formula,

$$
\eta(K, \overline{y}, T) = \int_{T_{n-1}}^{T} d\overline{T} \int_{0}^{\infty} d\overline{K} \int_{0}^{\infty} G_h(K, \overline{y}, T; \overline{K}, \overline{y}, \overline{T}) \partial \overline{y}(\overline{y} - \psi) \frac{\overline{T} - T_{n-1}}{h} d\overline{y}. \tag{B.4}
$$

We now compute the third term on the left-hand side of (B.2):

$$
(*) = \int_{0}^{\infty} (V_h(K, T_n) - V^*(K, T_n)) \xi(K, T_n) dK. \tag{B.5}
$$

Plugging (B.3) into (B.5), we have

$$
(*) = \int_{0}^{\infty} (V_h(K, T_n; b^h) - V^*(K, T_n)) \left[ \int_{T_{n-1}}^{T_n} \frac{K^2}{2} e^{(-2r+q)(T_n-\tau)} \int_{0}^{\infty} f^2(\overline{y}) \right. $$

\hspace{1cm} \left. \times \eta(K e^{-(r-q)(T_n-\tau)}, \overline{y}, \tau) d\overline{y} d\tau \right] dK $$

\hspace{1cm} = \int_{0}^{\infty} dK \int_{T_{n-1}}^{T_n} d\tau \int_{0}^{\infty} d\overline{y} \left[ (V_h(K e^{(r-q)(T_n-\tau)}, T_n) - V^*(K e^{(r-q)(T_n-\tau)}, T_n)) \right.$$

\hspace{1cm} \left. \times \frac{K^2}{2} e^{(r-2q)(T_n-\tau)} f^2(\overline{y}) \eta(K, \overline{y}, \tau) \right],
$$

where we have used a change of variable on $K$ in the second equality. Substituting (B.4) into the
above equation, we obtain

\[ (*) = \int_0^\infty dK \int_{T_{n-1}}^{T_n} d\tau \int_0^\infty d\mathcal{G} \left[ V_h(K e^{(r-q)(T_n-\tau)}, T_n) - V^*(K e^{(r-q)(T_n-\tau)}, T_n) \right] \frac{K^2}{2} e^{(r-2q)(T_n-\tau)} \]

\[ f^2(\mathcal{G}) \int_0^T d\tilde{T} \int_0^\infty d\tilde{K} \int_0^\infty d\bar{y} G_h(K, \bar{y}, \tilde{T} ; \tilde{K}, \bar{y}, \tilde{\tau}) \partial_{\bar{y}}(\psi\omega, \tilde{T} - T_{n-1}) \]

\[ = \int_{T_{n-1}}^{T_n} d\tilde{T} \int_0^\infty d\tilde{K} \int_0^\infty d\bar{y}(\psi\omega, \tilde{T} - T_{n-1}) g_h(\tilde{K}, \bar{y}, \tilde{T}), \]

where the order of integrations is changed in the second equality and

\[ g_h(\tilde{K}, \bar{y}, \tilde{T}) = \int_{\tilde{T}}^{T_n} d\tau \int_0^\infty d\tilde{K} \int_0^\infty d\bar{y} G_h(K, \bar{y}, \tilde{T} ; \tilde{K}, \bar{y}, \tilde{\tau}) \]

\[ \left( V_h(K e^{(r-q)(T_n-\tau)}, T_n) - V^*(K e^{(r-q)(T_n-\tau)}, T_n) \right) \frac{K^2}{2} e^{(r-2q)(T_n-\tau)} f^2(\bar{y}). \]

It is easy to see \( g_h(\tilde{K}, \bar{y}, \tilde{T}) \) satisfies (3.6). Substituting the term \((*)\) into (B.2) yields the desired result. The proof is completed.

**Appendix C: Derivation of the necessary condition (3.7) in continuous time**

We restrict our attention to a bounded domain \( Q \equiv I \times \Omega \times (T_{\text{min}}, T_N) \equiv (0, K_{\text{max}}) \times (0, Y_{\text{max}}) \times (T_{\text{min}}, T_N) \), with any fixed \( T_{\text{min}} > t^* \). Without loss of generality, we always impose homogeneous boundary conditions on the boundary of \( Q \) for illustration. We still use the previous notations except \( T_0 = T_{\text{min}} \). Problem (3.5) is restated as follows:

Given \( b_0, \ldots, b_{n-1} \in H_0^1(\Omega) \), find \( b_n \in H_0^1(\Omega) \) such that for any \( \omega \in H_0^1(\Omega) \),

\[ \int_{\Omega} \left( \frac{b_n - b_{n-1}}{h} \cdot \omega + \epsilon_2 \partial_{\bar{y}} b_n \cdot \partial_{\bar{y}} \omega \right. \]

\[ - \frac{1}{h^2} \int_{T_{n-1}}^{T_n} \int_I \frac{\tau - T_{n-1}}{h} g_h(K, \bar{y}, \tau; b^h) \left( \psi_h(K, \bar{y}, \tau; b^h) \cdot \omega \right) \bar{y} dK d\tau \]

\[ \left. d\bar{y} = 0, \right. \]

where \( g_h \) and \( \psi_h \) are both given homogeneous boundary conditions on \( Q \), and \( V_h(0, t) = e^{-q(T-t)} x^* \), \( V_h(K_{\text{max}}, t) = 0 \).

As before, \( b^h(\cdot, \cdot) \) is constructed from \( b_n(\cdot) \), \( n = 0, ..., T_N \) by piecewise linear interpolation in time. We aim to show that as \( h \to 0 \), there is a subsequence of \( b^h(\cdot, \cdot) \) that weakly converges to the solution to the following problem:

---

*The reason we require \( T_{\text{min}} > t^* \) is that we want to avoid the non-smooth initial conditions at \( t^* \) for \( \psi \) and \( V \). Note that we are only interested in Eq. (3.8) for \( T > t^* \) and the test function \( \omega \) in (3.7) is \( C_0^\infty([0, +\infty) \times (t^*, +\infty)) \).

*Other boundary conditions can be treated in a similar way. We point out that a rigorous proof relies on formulating the original problem in a bounded region with appropriate boundary conditions.*
For any $T \geq T_{\min}$ and any $\omega(\bar{y}, T) \in S \equiv H^1(\Omega \times (T_{\min}, T_N)) \cap L^\infty((T_{\min}, T_N); H^1_0(\Omega))$, 
\[
\int_{T_{\min}}^T d\tau \int_\Omega \left( \epsilon_1 \frac{\partial b}{\partial \tau} \cdot \omega + \epsilon_2 b_{\bar{y}} \cdot \omega_{\bar{y}} + \frac{1}{2} f(\bar{y}) f'(\bar{y}) \int_I K^2 (V(K, \tau) - V^*(K, \tau)) \psi(K, \bar{y}; \cdot, b) \right) dK d\bar{y} = 0,
\]
where the boundary conditions for $\psi$ and $V$ are similar to those of $\psi_h$ and $V_h$, respectively.

We now give a sketch of the proof under the assumption that $b^h$ is uniformly bounded in $H^1(\Omega \times (T_{\min}, T_N))$. We can show that there exist some $\alpha \in (0, 1)$ and some positive constant $C$ independent of $h$ and $n$, such that
\[
\|b^h\|_{C^\alpha(\Omega \times (T_{\min}, T_N))} \leq C,
\]
where $C^\alpha(\Omega \times (T_{\min}, T_N))$ is a space of all Hölder continuous functions. Then there exists a subsequence of $b^h$, still denoted by $b^h$, weakly converges to a function denoted by $b(\bar{y}, T)$ in $H^1(\Omega \times (T_{\min}, T_N))$ and uniformly in $C^0(\Omega \times (T_{\min}, T_N))$ by Rellich’s Theorem and Arzela-Ascoli’s Theorem. Hence
\[
\sum_{k=1}^n h \int_\Omega \left( \epsilon_1 \frac{b_k - b_{k-1}}{h} \omega(\cdot, t_k) + \epsilon_2 b_{\bar{y}} b_k \partial_{\bar{y}} \omega(\cdot, t_k) \right) d\bar{y} \rightarrow \int_{T_{\min}}^T d\tau \int_\Omega \left( \epsilon_1 \frac{\partial b}{\partial \tau} \omega + \epsilon_2 b_{\bar{y}} \omega_{\bar{y}} \right) d\bar{y}
\]
for any $\omega(\bar{y}, T) \in S$.

It remains to show
\[
- \sum_{k=1}^n \frac{1}{h} \int_\Omega \int_{T_{k-1}}^{T_k} \int_I \frac{\tau - T_{k-1}}{h} g_h(K, \bar{y}; \tau; b^h) \left( \psi_h(K, \bar{y}; \cdot, b^h) \right) dK d\tau d\bar{y} \rightarrow \int_{T_{\min}}^T d\tau \int_\Omega \frac{1}{2} f(\bar{y}) f'(\bar{y}) \int_I K^2 (V(K, \tau) - V^*(K, \tau)) \psi(K, \bar{y}; \cdot, b) \omega dK d\bar{y}. \tag{C.1}
\]
The following result plays a critical role: Let $\phi_1(K, \bar{y}, \tau)$ and $\phi_2(K, \bar{y}, \tau)$ be the solutions of the problems
\[
\partial_\tau \phi_1 + L_h \phi_1 = -\frac{T(K, \bar{y}, \tau)}{h}, \quad \tau \in (T_{k-1}, T_k), \quad (K, \bar{y}) \in I \times \Omega
\]
\[
\phi_1(K, \bar{y}, T_k) = 0,
\]
and
\[
\partial_\tau \phi_2 + L_h \phi_2 = 0, \quad \tau \in (T_{k-1}, T_k), \quad (K, \bar{y}) \in I \times \Omega
\]
\[
\phi_2(K, \bar{y}, T_k) = T(K, \bar{y}, T_k),
\]

\[22\]
respectively, and both are subject to homogeneous boundary conditions. If $T$ is smooth, then there exists some $\alpha_1 \in (0, 1)$ such that

$$||\phi_1 - \phi_2||_{C^0(I \times \Omega \times [T_{k-1}, T_k])} \leq Ch^{\alpha_1},$$

where $C > 0$ is independent of $h$. Using this result and continuity, we can rewrite the left hand side of (C.1) as

$$-\sum_{k=1}^{n} \int_{\Omega} \int_{T_{k-1}}^{T_k} \int_{I} \frac{\tau - T_{k-1}}{h} K^2 \left[ V_h(K, T_k) - V^*(K, T_k) \right] f^2(\bar{y}) \left( \psi_h(K, \bar{y}, \tau; b^h) \cdot \omega \right) dK d\tau d\bar{y}$$

where we have neglected a term of order $h^{\alpha_1}$. We can show $V_h(K, T; b^h)$, $\psi_h(K, \bar{y}, T; b^h)$ and $\partial_y \psi_h(K, \bar{y}, T; b^h)$ converge to $V(K, T; b)$, $\psi(K, \bar{y}, T; b)$ and $\partial_y \psi(K, \bar{y}, T; b)$ uniformly in $C^0(I \times \Omega \times (T_{\min}, T_N))$, respectively. Taking the limit on the right hand side of (C.2) yields

$$-\frac{1}{2} \int_{T^*}^{T_n} d\tau \int_{\Omega} \int_{I} \frac{K^2}{2} [V(K, \tau) - V^*(K, \tau)] f^2(\bar{y}) (\psi(K, \bar{y}, \tau; b) \cdot \omega) dK d\bar{y}$$

where the integration by parts with respect to $\bar{y}$ is used in the last equality. This gives the desired result.

### Appendix D: Market Data

<table>
<thead>
<tr>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>70.24</td>
<td>70.45</td>
<td>120</td>
<td>20.29</td>
<td>20.51</td>
<td>142</td>
<td>1.38</td>
<td>1.41</td>
</tr>
<tr>
<td>100</td>
<td>10.24</td>
<td>10.45</td>
<td>121</td>
<td>19.30</td>
<td>19.52</td>
<td>143</td>
<td>0.93</td>
<td>1.00</td>
</tr>
<tr>
<td>90</td>
<td>50.24</td>
<td>50.45</td>
<td>122</td>
<td>18.31</td>
<td>18.54</td>
<td>144</td>
<td>0.67</td>
<td>0.69</td>
</tr>
<tr>
<td>101</td>
<td>18.24</td>
<td>18.45</td>
<td>123</td>
<td>17.32</td>
<td>17.55</td>
<td>145</td>
<td>0.43</td>
<td>0.45</td>
</tr>
<tr>
<td>102</td>
<td>17.24</td>
<td>17.46</td>
<td>124</td>
<td>16.33</td>
<td>16.55</td>
<td>146</td>
<td>0.35</td>
<td>0.39</td>
</tr>
<tr>
<td>103</td>
<td>16.24</td>
<td>16.47</td>
<td>125</td>
<td>15.34</td>
<td>15.57</td>
<td>147</td>
<td>0.27</td>
<td>0.29</td>
</tr>
<tr>
<td>104</td>
<td>15.24</td>
<td>15.48</td>
<td>126</td>
<td>14.35</td>
<td>14.58</td>
<td>148</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>105</td>
<td>14.24</td>
<td>14.49</td>
<td>127</td>
<td>13.36</td>
<td>13.60</td>
<td>149</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>106</td>
<td>13.24</td>
<td>13.48</td>
<td>128</td>
<td>12.37</td>
<td>12.60</td>
<td>150</td>
<td>0.04</td>
<td>0.05</td>
</tr>
<tr>
<td>107</td>
<td>12.24</td>
<td>12.48</td>
<td>129</td>
<td>11.38</td>
<td>11.62</td>
<td>151</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>108</td>
<td>11.25</td>
<td>11.48</td>
<td>130</td>
<td>10.40</td>
<td>10.74</td>
<td>152</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>109</td>
<td>10.26</td>
<td>10.49</td>
<td>131</td>
<td>9.42</td>
<td>9.66</td>
<td>153</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>110</td>
<td>9.26</td>
<td>9.48</td>
<td>132</td>
<td>8.45</td>
<td>8.69</td>
<td>154</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>111</td>
<td>8.27</td>
<td>8.48</td>
<td>133</td>
<td>7.47</td>
<td>7.72</td>
<td>155</td>
<td>0.00</td>
<td>0.02</td>
</tr>
<tr>
<td>112</td>
<td>7.28</td>
<td>7.48</td>
<td>134</td>
<td>6.49</td>
<td>6.74</td>
<td>156</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>113</td>
<td>6.29</td>
<td>6.49</td>
<td>135</td>
<td>5.51</td>
<td>5.76</td>
<td>157</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>114</td>
<td>5.30</td>
<td>5.50</td>
<td>136</td>
<td>4.53</td>
<td>4.79</td>
<td>158</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>115</td>
<td>4.31</td>
<td>4.51</td>
<td>137</td>
<td>3.55</td>
<td>3.81</td>
<td>159</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>116</td>
<td>3.32</td>
<td>3.52</td>
<td>138</td>
<td>2.57</td>
<td>2.83</td>
<td>160</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>117</td>
<td>2.33</td>
<td>2.53</td>
<td>139</td>
<td>1.59</td>
<td>1.81</td>
<td>161</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>118</td>
<td>1.34</td>
<td>1.54</td>
<td>140</td>
<td>0.41</td>
<td>0.63</td>
<td>162</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>119</td>
<td>0.35</td>
<td>0.55</td>
<td>141</td>
<td>0.42</td>
<td>0.64</td>
<td>163</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 1: Quoted prices of call options on SPY recorded on 30/08/2012: Expire at close Friday, 28/09/2012.
### Table 2: Quoted prices of call options on SPY recorded on 30/08/2012: Expire at close Friday, 19/10/2012.

<table>
<thead>
<tr>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>60.24</td>
<td>60.45</td>
<td>125</td>
<td>15.54</td>
<td>15.75</td>
</tr>
<tr>
<td>93</td>
<td>47.24</td>
<td>47.45</td>
<td>126</td>
<td>14.59</td>
<td>14.80</td>
</tr>
<tr>
<td>94</td>
<td>46.24</td>
<td>46.45</td>
<td>130</td>
<td>10.90</td>
<td>11.10</td>
</tr>
<tr>
<td>100</td>
<td>40.24</td>
<td>40.46</td>
<td>132</td>
<td>8.32</td>
<td>8.48</td>
</tr>
<tr>
<td>101</td>
<td>39.24</td>
<td>39.46</td>
<td>133</td>
<td>7.47</td>
<td>7.64</td>
</tr>
<tr>
<td>104</td>
<td>36.24</td>
<td>36.46</td>
<td>134</td>
<td>6.67</td>
<td>6.81</td>
</tr>
<tr>
<td>105</td>
<td>35.24</td>
<td>35.46</td>
<td>135</td>
<td>5.91</td>
<td>6.05</td>
</tr>
<tr>
<td>106</td>
<td>34.24</td>
<td>34.46</td>
<td>136</td>
<td>5.19</td>
<td>5.33</td>
</tr>
<tr>
<td>107</td>
<td>33.24</td>
<td>33.46</td>
<td>137</td>
<td>4.49</td>
<td>4.63</td>
</tr>
<tr>
<td>108</td>
<td>32.24</td>
<td>32.46</td>
<td>138</td>
<td>3.85</td>
<td>3.99</td>
</tr>
<tr>
<td>109</td>
<td>31.26</td>
<td>31.47</td>
<td>139</td>
<td>3.24</td>
<td>3.38</td>
</tr>
<tr>
<td>110</td>
<td>30.26</td>
<td>30.48</td>
<td>140</td>
<td>2.67</td>
<td>2.81</td>
</tr>
<tr>
<td>111</td>
<td>29.26</td>
<td>29.48</td>
<td>141</td>
<td>2.15</td>
<td>2.30</td>
</tr>
<tr>
<td>112</td>
<td>28.27</td>
<td>28.49</td>
<td>142</td>
<td>1.65</td>
<td>1.79</td>
</tr>
<tr>
<td>113</td>
<td>27.27</td>
<td>27.49</td>
<td>143</td>
<td>1.15</td>
<td>1.29</td>
</tr>
<tr>
<td>114</td>
<td>26.28</td>
<td>26.50</td>
<td>144</td>
<td>0.67</td>
<td>0.81</td>
</tr>
<tr>
<td>115</td>
<td>25.29</td>
<td>25.51</td>
<td>145</td>
<td>0.26</td>
<td>0.36</td>
</tr>
<tr>
<td>116</td>
<td>24.30</td>
<td>24.52</td>
<td>146</td>
<td>0.08</td>
<td>0.12</td>
</tr>
<tr>
<td>117</td>
<td>23.31</td>
<td>23.53</td>
<td>147</td>
<td>0.02</td>
<td>0.06</td>
</tr>
<tr>
<td>118</td>
<td>22.33</td>
<td>22.55</td>
<td>148</td>
<td>0.01</td>
<td>0.04</td>
</tr>
<tr>
<td>119</td>
<td>21.34</td>
<td>21.56</td>
<td>149</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>120</td>
<td>20.36</td>
<td>20.58</td>
<td>150</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>121</td>
<td>19.40</td>
<td>19.61</td>
<td>151</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>122</td>
<td>18.41</td>
<td>18.63</td>
<td>152</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>123</td>
<td>17.44</td>
<td>17.67</td>
<td>153</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>124</td>
<td>16.47</td>
<td>16.70</td>
<td>154</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>

### Table 3: Quoted prices of call options on SPY recorded on 30/08/2012: Expire at close Friday, 17/11/2012.

<table>
<thead>
<tr>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
<th>Strike</th>
<th>Bid</th>
<th>Ask</th>
</tr>
</thead>
<tbody>
<tr>
<td>99</td>
<td>41.25</td>
<td>41.47</td>
<td>125</td>
<td>14.54</td>
<td>14.75</td>
<td>150</td>
<td>0.61</td>
<td>0.62</td>
</tr>
<tr>
<td>100</td>
<td>40.25</td>
<td>40.46</td>
<td>126</td>
<td>13.50</td>
<td>13.70</td>
<td>151</td>
<td>0.48</td>
<td>0.48</td>
</tr>
<tr>
<td>101</td>
<td>39.26</td>
<td>39.46</td>
<td>129</td>
<td>12.30</td>
<td>12.61</td>
<td>152</td>
<td>0.35</td>
<td>0.36</td>
</tr>
<tr>
<td>105</td>
<td>35.27</td>
<td>35.49</td>
<td>130</td>
<td>11.69</td>
<td>11.95</td>
<td>153</td>
<td>0.26</td>
<td>0.27</td>
</tr>
<tr>
<td>108</td>
<td>32.30</td>
<td>32.51</td>
<td>131</td>
<td>10.75</td>
<td>10.96</td>
<td>154</td>
<td>0.19</td>
<td>0.20</td>
</tr>
<tr>
<td>109</td>
<td>31.31</td>
<td>31.52</td>
<td>132</td>
<td>9.93</td>
<td>10.11</td>
<td>155</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>110</td>
<td>30.32</td>
<td>30.53</td>
<td>133</td>
<td>9.11</td>
<td>9.30</td>
<td>156</td>
<td>0.11</td>
<td>0.12</td>
</tr>
<tr>
<td>111</td>
<td>29.33</td>
<td>29.54</td>
<td>134</td>
<td>8.31</td>
<td>8.50</td>
<td>157</td>
<td>0.08</td>
<td>0.09</td>
</tr>
<tr>
<td>112</td>
<td>28.34</td>
<td>28.55</td>
<td>135</td>
<td>7.64</td>
<td>7.85</td>
<td>158</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>113</td>
<td>27.35</td>
<td>27.56</td>
<td>136</td>
<td>6.96</td>
<td>7.15</td>
<td>159</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>114</td>
<td>26.36</td>
<td>26.57</td>
<td>137</td>
<td>6.28</td>
<td>6.49</td>
<td>160</td>
<td>0.05</td>
<td>0.06</td>
</tr>
<tr>
<td>115</td>
<td>25.41</td>
<td>25.62</td>
<td>138</td>
<td>5.60</td>
<td>5.81</td>
<td>161</td>
<td>0.03</td>
<td>0.04</td>
</tr>
<tr>
<td>118</td>
<td>24.46</td>
<td>24.66</td>
<td>139</td>
<td>4.92</td>
<td>5.13</td>
<td>162</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>117</td>
<td>23.46</td>
<td>23.66</td>
<td>140</td>
<td>4.26</td>
<td>4.49</td>
<td>163</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>118</td>
<td>22.51</td>
<td>22.72</td>
<td>141</td>
<td>3.62</td>
<td>3.83</td>
<td>164</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>119</td>
<td>21.54</td>
<td>21.75</td>
<td>142</td>
<td>3.01</td>
<td>3.23</td>
<td>165</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>120</td>
<td>20.56</td>
<td>20.77</td>
<td>143</td>
<td>2.42</td>
<td>2.64</td>
<td>166</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>121</td>
<td>19.58</td>
<td>19.79</td>
<td>144</td>
<td>1.84</td>
<td>2.05</td>
<td>167</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>122</td>
<td>18.60</td>
<td>18.82</td>
<td>145</td>
<td>1.26</td>
<td>1.47</td>
<td>168</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>123</td>
<td>17.63</td>
<td>17.85</td>
<td>146</td>
<td>0.68</td>
<td>0.89</td>
<td>169</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>124</td>
<td>16.66</td>
<td>16.87</td>
<td>147</td>
<td>0.10</td>
<td>0.13</td>
<td>170</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>125</td>
<td>15.69</td>
<td>15.91</td>
<td>148</td>
<td>0.01</td>
<td>0.04</td>
<td>171</td>
<td>0.01</td>
<td>0.02</td>
</tr>
</tbody>
</table>
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