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Abstract

Sparse modeling/approximation of images plays an important role in image restoration. Instead of using a fixed system to sparsely model any input image, a more promising approach is using a system that is adaptive to the input image. A non-convex variational model is proposed in [1] for constructing a tight frame that is optimized for the input image, and an alternating scheme is used to solve the resulting non-convex optimization problem. Although it showed good empirical performance in image denoising, the proposed alternating iteration lacks convergence analysis. This paper aims at providing the convergence analysis of the method proposed in [1]. We first established the sub-sequence convergence property of the iteration scheme proposed in [1], i.e., there exists at least one convergent sub-sequence and any convergent sub-sequence converges to a stationary point of the minimization problem. Moreover, we showed that the original method can be modified to have sequence convergence, i.e., the modified algorithm generates a sequence that converges to a stationary point of the minimization problem.
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1. Introduction

It is now well established that sparse modeling is a very powerful tool for many image recovery tasks, which models an image as the linear combination of only a small number of elements of some system. Such a system can be either a basis or an over-complete system. When using the sparsity prior of images to regularize image recovery, the performance largely depends on how effective images of interest can be sparsely approximated under the given system. Therefore, a fundamental question in sparsity-based image regularization is how to define a system such that the target image has an optimal sparse approximation. Earlier work on sparse modeling focuses on the design of orthonormal bases, such as discrete cosine transform [2], wavelets [3, 4]. Owing to their better performance in practice, over-complete systems have been more
recognized in sparsity-based image recovery methods. In particular, as a redundant extension of orthonormal bases, tight frames are now wide-spread in many applications as they have the same efficient and simple decomposition and reconstruction schemes as orthonormal bases. Many types of tight frames have been proposed for sparse image modeling including shift-invariant wavelets [5], framelets [6, 7], curvelets [8] and many others. These tight frames are optimized for the signals with certain functional properties, which do not always hold true for natural images. As a consequence, a more effective approach to sparsely approximate images of interest is to construct tight frames that are adaptive to the inputs.

In recent years, the concept of data-driven systems has been exploited to construct adaptive systems for sparsity-based modeling (see e.g. [1, 9, 10, 11]). The basic idea is to construct the system that is adaptive to the input so as to obtain a better sparse approximation than the predefined ones. Most sparsity-based dictionary learning methods ([9, 10, 11]) treat the input image as the collection of small image patches, and then construct an over-complete dictionary for sparsely approximating these image patches. Despite the impressive performance in various image restoration tasks, the minimization problems proposed by these methods are very challenging to solve. As a result, the numerical methods proposed in past for these models not only lack rigorous analysis on their convergence and stability, but also are very computational demanding.

Recently, Cai et al. [1] proposed a variational model to learn a tight frame system that is adaptive to the input image in terms of sparse approximation. Differently from the existing over-complete dictionary learning methods ([9, 10, 11]) treat the input image as the collection of small image patches, and then construct an over-complete dictionary for sparsely approximating these image patches. Despite the impressive performance in various image restoration tasks, the minimization problems proposed by these methods are very challenging to solve. As a result, the numerical methods proposed in past for these models not only lack rigorous analysis on their convergence and stability, but also are very computational demanding.

In recent years, the concept of data-driven systems has been exploited to construct adaptive systems for sparsity-based modeling (see e.g. [1, 9, 10, 11]). The basic idea is to construct the system that is adaptive to the input so as to obtain a better sparse approximation than the predefined ones. Most sparsity-based dictionary learning methods ([9, 10, 11]) treat the input image as the collection of small image patches, and then construct an over-complete dictionary for sparsely approximating these image patches. Despite the impressive performance in various image restoration tasks, the minimization problems proposed by these methods are very challenging to solve. As a result, the numerical methods proposed in past for these models not only lack rigorous analysis on their convergence and stability, but also are very computational demanding.

Recently, Cai et al. [1] proposed a variational model to learn a tight frame system that is adaptive to the input image in terms of sparse approximation. Differently from the existing over-complete dictionary learning methods, the adaptive systems constructed in [1] are tight frames that have perfect reconstruction property, a property ensuring that any input can be perfectly reconstructed by its canonical coefficients in a simple manner. The tight frame property of the system constructed in [1] not only is attractive to many image processing tasks, but also leads to very efficient construction scheme. Indeed, by considering a special class of tight frames, the construction scheme proposed in [1] only requires solving an $\ell_0$ norm related non-convex minimization problem:

$$\min_{D \in \mathbb{R}^{m \times m}, C \in \mathbb{R}^{m \times n}} \| C - D^\top Y \|_F^2 + \lambda \| C \|_0, \quad \text{s.t.} \quad D^\top D = m^{-1} I_m, \quad (1)$$

where $D$ contains framelet filters and $C$ contains the canonical frame coefficients. An alternating iteration is proposed in [1] for solving (1), which is very fast as both sub-problems in each iteration have closed-form solutions. It is shown that, with comparable performance in image denoising, the proposed adaptive tight frame construction runs much faster than other generic dictionary learning methods (e.g. the K-SVD method [10]). However, Cai et al. [1] did not provide any convergence analysis of the proposed method.

As a sequel to [1], this paper provides the convergence analysis of the alternating iterative method proposed in [1] for solving (1). In this paper, we showed that the algorithm provided by [1] has sub-sequence convergence property. In other words, we showed that there exists at least one convergent sub-sequence of the sequence generated by the algorithm [1] and any convergent sub-sequence converges a stationary point of (1). Moreover, we empirically observed that the sequence generated by the algorithm proposed in [1] itself is not convergent. Motivated by the theoretical interest,
we modified the algorithm proposed in [1] by adding a proximal term in the iteration scheme, and then showed that the modified algorithm has sequence convergence. In other words, the sequence generated by the modified method convergences to a stationary point of (1).

2. Brief review on data-driven tight frame construction and related works

In this section, we gave a brief review on tight frames, data-driven tight frames proposed in [1] and some most related works. Interesting readers are referred to [12, 13] for more details.

2.1. Tight frames and data-driven tight frames

For a Hilbert space \( H \), a sequence \( \{x_n\} \subset H \) is a tight frame for \( H \) if

\[
\|x\|^2 = \sum_n \langle x, x_n \rangle^2, \quad \text{for any } x \in H,
\]

or equivalently, \( x = \sum_n \langle x, x_n \rangle x_n \). The sequence \( \{\langle x, x_n \rangle\} \) is called the canonical frame coefficient sequence. A tight frame \( \{x_n\} \) is an orthonormal basis for \( H \) if and only if \( \|x_n\| = 1 \) for all \( x_n \). A tight frame has two associated operators: the analysis operator \( W \) defined by

\[
W : x \in H \rightarrow \{\langle x, x_n \rangle\} \in \ell^2(\mathbb{N})
\]

and its adjoint operator \( W^\top \) (often called the synthesis operator):

\[
W^\top : \{a_n\} \in \ell^2(\mathbb{N}) \rightarrow \sum_n a_n x_n \in H.
\]

Then, the sequence \( \{x_n\} \subset H \) is a tight frame if and only if \( W^\top W = I \), where \( I \) denotes the identity operator of \( H \). The tight frames considered in [1] are single-level un-decimal discrete wavelet systems generated by all integer shifts of a set of filters \( \{a_1, a_2, \cdots, a_m\} \). For any filter \( a \in \ell^2(\mathbb{Z}) \), let \( S_a : \ell^2(\mathbb{Z}) \rightarrow \ell^2(\mathbb{Z}) \) denote its associated convolution operator defined by

\[
[S_a(v)](n) := [a * v](n) = \sum_{k \in \mathbb{Z}} a(n-k)v(k), \quad \forall v \in \ell^2(\mathbb{Z}). \quad (2)
\]

Then, for a given set of framelet filters, we define its associated analysis operator \( W \) by

\[
W = [S_{a_1(-)}, S_{a_2(-)}, \cdots, S_{a_m(-)}]^\top. \quad (3)
\]

The rows of \( W \) form a tight frame for \( \ell^2(\mathbb{Z}) \) if and only if \( W^\top W = I \), and the corresponding synthesis operator is the transpose of \( W \), denoted by \( W^\top \).

The data-driven tight frame construction proposed in [1] constructs the set of framelet filters \( \{a_j\}_{j=1}^m \) via solving the following problem:

\[
\min_{v, \{a_j\}_{j=1}^m} \|v - W(a_1, a_2, \cdots, a_m)g\|_F^2 + \lambda_0 \|v\|_0, \quad \text{s.t. } W^\top W = I. \quad (4)
\]
where \( g \) denotes the input signal, \( \{a_j\}_{j=1}^m \) denotes the set of framelet filters of the adaptive tight frame, and \( v \) denotes the canonical coefficient vector of \( g \). Here and throughout this paper, \( \|v\|_0 \) stands for the number of non-zero elements of \( v \) and \( \| \cdot \|_F \) denotes the Frobenius norm.

2.2. Data-driven tight frame construction scheme [1]

For general framelet filters, the minimization problem (4) is very challenging to solve. Therefore, a special class of framelet filters are considered in [1], which is composed by \( m^2 \) 2D real-valued framelet filters \( \{a_j\}_{j=1}^m \subset \mathbb{R}^{m \times m} \). Let \( D \) denote the associated filter matrix defined by

\[
A = [\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_{m^2}],
\]

where \( \bar{a}_j \) denotes the vector form of \( a_j \) by concatenating all columns of \( a_j \) to a column vector. It is shown in [1, Proposition 3] that the rows of \( W \) defined by \( \{a_j\}_{j=1}^m \subset \mathbb{R}^{m \times m} \) form a tight frame for \( \ell^2(\mathbb{Z}) \), provided that \( A^\top A = \frac{1}{m^2} I_{m^2} \). Thus, the minimization problem (4) for general tight frame construction is simplified to the following one:

\[
\min_{v, \{a_j\}_{j=1}^m} \|v - W(A)g\|_F^2 + \lambda_0^2 \|v\|_0, \quad \text{s.t.} \quad A^\top A = \frac{1}{m^2} I_{m^2}.
\] (5)

The problem (5) can be re-formulated in terms of image patches as follows. Let \( \{\hat{g}_l\}_{l=1}^L \subset \mathbb{R}^{m \times m} \) denotes the set of all image patches of size \( m \times m \) densely sampled from the image \( g \). For each patch vector \( \hat{g}_l \), let \( \hat{v}_n = A^\top \hat{g}_l \in \mathbb{R}^{m^2} \) denote the vector generated by the inner product between \( \hat{g}_l \) and all \( m^2 \) framelet filters \( \{\bar{a}_j\}_{j=1}^m \).

Define three matrices as follows,

\[
\begin{align*}
Y &:= \frac{1}{\sqrt{m}} [\hat{g}_1, \hat{g}_2, \ldots, \hat{g}_L] \in \mathbb{R}^{m^2 \times L}; \\
D &:= \sqrt{m}A = \sqrt{m} [\bar{a}_1, \bar{a}_2, \ldots, \bar{a}_{m^2}] \in \mathbb{R}^{m^2 \times m^2}; \\
C &:= [\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_{m^2}] \in \mathbb{R}^{m^2 \times L}.
\end{align*}
\] (6)

Then, it is shown in [1] that the minimization (5) is equivalent to

\[
\min_{D \in \mathbb{R}^{m^2 \times m^2}, C \in \mathbb{R}^{m^2 \times L}} \|C - D^\top Y\|_F^2 + \lambda^2 \|C\|_0, \quad \text{s.t.} \quad D^\top D = I_{m^2 \times m^2},
\] (7)

where \( \lambda \) denotes some predefined regularization parameter.

The minimization model (7) is solved in [1] via an alternating scheme between \( D \) and \( C \). More specifically, given the current estimate \( (D_k, C_k) \), the next iteration updates it via the following scheme:

\[
\begin{align*}
D_{k+1} &\in \arg \min_{D \in \mathbb{R}^{m^2 \times m^2}} \|C_k - D^\top Y\|_F^2, \quad \text{s.t.} \quad D^\top D = I; \\
C_{k+1} &\in \arg \min_{C \in \mathbb{R}^{m^2 \times L}} \|C - D_{k+1}^\top Y\|_F^2 + \lambda^2 \|C\|_0.
\end{align*}
\] (8)
Define the hard thresholding operator $T_\lambda : \mathbb{R}^{m \times L} \to \mathbb{R}^{m \times L}$ by

$$[T_\lambda(Y)]_{i,j} = \begin{cases} Y_{i,j}, & \text{if } |Y_{i,j}| > \lambda; \\ \{0, \lambda\}, & \text{if } |Y_{i,j}| = \lambda; \\ 0, & \text{if } |Y_{i,j}| < \lambda. \end{cases}$$  \hspace{1cm} (9)

It is shown in [1] that both sub-problems in (8) have closed-form solutions given by

$$D_{k+1} := U_k V_k^T; \quad C_{k+1} \in T_\lambda(D_{k+1}^T Y),$$  \hspace{1cm} (10)

where $U_k$ and $V_k$ are given by the singular value decomposition (SVD) of $Y C_k^T$ such that $Y C_k^T = U_k \Sigma_k V_k^T$. See Algorithm 1 for the summary of the alternating iteration scheme [1].

Algorithm 1

---

1. **INPUT:** Input image $g$;  
2. **OUTPUT:** Adaptive filter set $D$;  
3. **Main Procedure:**  
   i. Set initial filter matrix $D_0$ and coefficient matrix $C_0$.  
   ii. Construct the patch matrix $Y$ as (6).  
   iii. For $k = 0, 1, \ldots$,  
      1. compute the SVD of $Y C_k^T = U_k \Sigma_k V_k^T$;  
      2. $D_{k+1} := U_k V_k^T$ and $C_{k+1} \in T_\lambda(D_{k+1}^T Y)$.  

2.3. Related works

The minimization (7) is an $\ell_0$ norm related non-convex problem with quadratic constraints. Algorithm 1 proposed in [1] for solving (7) alternatingly updates the filter matrix $D$ by the SVD and updates the coefficient matrix $C$ by hard thresholding the coefficients from the last estimate. Such an iterative hard thresholding on wavelet frame coefficients approach has been used in solving various linear inverse problems in image recovery, see e.g. the wavelet frame based image super-resolution methods [14, 15].

As a sparsity prompting functional, the $\ell_0$ norm is also used in other sparse approximation based dictionary learning methods. The popular K-SVD method [10] proposed the following minimization model for learning an over-complete dictionary $D = \{D_1, D_2, \ldots, D_m\} \subset \mathbb{R}^n$ with $m > n$:

$$\min_{D \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{m \times p}} \frac{1}{2} ||Y - DC||_F^2 + \lambda ||C||_0, \quad \text{s.t. } ||D_i||_2 = 1, i = 1, 2, \ldots, n. \hspace{1cm} (11)$$

An alternating iteration scheme between $D$ and $C$ is used in the K-SVD method for solving (11). Different from the model (7) proposed in [1], the $\ell_0$ norm related minimization problem for updating the code $C$ is a challenging one. The greedy algorithm, such as orthogonal matching pursuit, is used in [10] for estimating the code. Therefore, the computational cost of the K-SVD method is much higher than Algorithm 1.
Both the K-SVD method and Algorithm 1 perform noticeably better in image denoising than other wavelet frame based methods. The advantage of Algorithm 1 over the K-SVD method lies in its computational efficiency. Despite their impressive performances in practice, both methods lack the convergence analysis. Indeed, it is empirically observed that the sequences generated by both methods are not convergent. In this paper, we first provided the convergence analysis for Algorithm 1 by showing that the sequence generated by Algorithm 1 has sub-sequence convergence. Then we proposed a modified version of Algorithm 1 for solving (7) and established the sequence convergence of the new algorithm.

3. Sub-sequence convergence property of Algorithm 1

In this section, we will show that the sequence generated by Algorithm 1 has sub-sequence convergence property, i.e., there exists at least one convergent subsequence and every convergent subsequence converges to a stationary point of (7). Before establishing the main result, we first introduce the definition of the stationary point of non-convex and non-smooth functions.

**Definition 3.1.** Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be a proper lower semi-continuous function.

1. The domain of $f$ is defined by $\text{dom} f := \{x \in \mathbb{R}^n : f(x) < +\infty\}$.

2. For each $x \in \text{dom} f$, $x$ is called the coordinate-wise minimum of $f$ if it satisfies
   $$f(x + (0, \cdots, d_k, \cdots, 0)) \leq f(x), \quad \forall d_k, \ 1 \leq k \leq n,$$
   where $x = (x_1, x_2, \cdots, x_n)$.

3. The Fréchet subdifferential $\partial_F f$ is defined by
   $$\partial_F f(x) = \{z : \liminf_{y \to x} \frac{f(y) - f(x) - \langle z, x - y \rangle}{\|x - y\|} \geq 0\}$$
   for any $x \in \text{dom} f$ and $\partial_F f(x) = \emptyset$ if $x \notin \text{dom} f$.

4. For each $x \in \text{dom} f$, $x$ is called the stationary point of $f$ if it satisfies $0 \in \partial_F f(x)$.

**Remark.** There are several definitions for stationary points of proper lower semi-continuous functions. In [16], the stationary point $x$ is defined as
   $$\liminf_{\lambda \downarrow 0} \frac{f(x + \lambda y) - f(x)}{\lambda} \geq 0, \quad \forall y \in \mathbb{R}^n.$$

In [17], the stationary point $x$ of $f$ is defined by $0 \in \partial f(x)$, where $\partial f$ is the limiting subdifferential given by
   $$\partial f(x) = \{z : \exists x_n \to x, f(x_n) \to f(x), z_n \in \partial F f(x_n) \to z\}.$$

The definition of stationary points used in this paper is different from the definitions used in [16] and [17]. Indeed, ours is stronger than the other two definitions.
To simplify notations, define $\mathcal{X} = \{ D \in \mathbb{R}^{m^2 \times m^2} : D^\top D = I_{m^2} \}$ and define $\Omega_C = \mathbb{R}^{m^2 \times N}, \Omega_D = \mathbb{R}^{m^2 \times m^2}, \Omega_z = (\Omega_C, \Omega_D)$. Define

$$f(C) = \lambda^2 \| C \|_0, \quad Q(C, D) = \| D^\top Y - C \|_F^2, \quad g(D) = I_{\mathcal{X}}(D),$$

where $I_{\mathcal{X}}(D) = 0$, if $D \in \mathcal{X}$ and $+\infty$ otherwise. Then, the minimization (7) can be re-written as

$$\min_{C \in \Omega_C, D \in \Omega_D} L(C, D) := f(C) + Q(C, D) + g(D). \quad (14)$$

Before proving the sub-sequence convergence property of Algorithm 1, we first establish some facts and results related to (14). Firstly, the function $g$ is a lower semi-continuous function, as $\mathcal{X}$ is a compact set. Secondly, it can be seen that for any $Z = (C, D)$, the function $Q(Z)$ satisfies the following properties:

$$\begin{align*}
Q(C, D) &= Q(C_1, D) + \langle N_C Q(C_1, D), C - C_1 \rangle + o(\| C - C_1 \|_F), \quad \forall C_1 \in \Omega_C; \\
Q(C, D) &= Q(C, D_1) + \langle N_D Q(C, D_1), D - D_1 \rangle + o(\| D - D_1 \|_F), \quad \forall D_1 \in \Omega_D; \\
Q(C, D) &= Q(C_1, D_1) + \langle NQ(C_1, D_1), Z - Z_1 \rangle + o(\| Z - Z_1 \|_F), \quad \forall Z_1 \in \Omega_Z,
\end{align*}$$

where $o(\| x \|_F)$ is defined by

$$\lim_{\| x \|_F \to 0} \frac{o(\| x \|_F)}{\| x \|_F} = 0.$$

**Lemma 3.2.** The sequence $Z_k := (C_k, D_k)$ generated by Algorithm 1 is a bounded sequence. For any convergent sub-sequence $Z_{k'}$ with limit point $Z^* = (C^*, D^*)$, we have

$$\lim_{k' \to +\infty} f(C_{k'}) = f(C^*), \quad \text{and} \quad \lim_{k' \to +\infty} L(Z_{k'}) = L(Z^*).$$

**Proof.** By the definition of (10), we have

$$L(Z_k) \leq L(C_k, D_{k-1}) \leq L(C_{k-1}, D_{k-1}) \leq \cdots \leq L(Z_0),$$

which implies

$$\| C_k \|_F - \| D_k^\top Y \|_F \leq \| D_k^\top Y - C_k \|_F \leq \sqrt{L(Z_0)}, \quad k = 1, 2, \ldots. \quad (16)$$

Together with (16) and the fact that $D_k \in \mathcal{X}$, we have $Z_k$ is bounded. Next, by the definition of (10), we also have

$$Q(C_{k'}, D_{k'}) + f(C_{k'}) \leq Q(C, D_{k'}) + f(C), \quad \forall C \in \Omega_C. \quad (17)$$

By substituting $C$ by $C^*$ and taking $k' \to +\infty$ in (17), we have $\liminf_{k' \to +\infty} f(C_{k'}) \leq f(C^*)$. Together with the fact that $f(C) = \lambda^2 \| C \|_0$ is lower semi-continuous and $C_{k'} \to C^*$ as $k' \to +\infty$, we have

$$\liminf_{k' \to +\infty} f(C_{k'}) = f(C^*).$$

Since $D_{k'} \in \mathcal{X}$ for all $k'$ and $\mathcal{X}$ is a compact subset, $D^* \in \mathcal{X}$ and $g(D^*) = g(D_{k'}) = 0$ for all $k'$. It can be seen that $Q(C_{k'}, D_{k'}) \to Q(C^*, D^*)$ as $k' \to +\infty$, as $Q$ is
a continuous function. In addition, $L(Z_k)$ is decreasing by (16) and $L \geq 0$, which implies that $L(Z_k)$ is a convergent sequence. Consequently, we have
\[
\lim_{k' \to +\infty} f(C_{k'}) = f(C^*),
\]
since $f(C) = L(Z) - Q(Z) - g(D)$. Moreover, we have
\[
\lim_{k' \to +\infty} L(Z_{k'}) = \lim_{k' \to +\infty} f(C_{k'}) + \lim_{k' \to +\infty} Q(C_{k'}, D_{k'}) + \lim_{k' \to +\infty} g(D_{k'})
= f(C^*) + Q(C^*, D^*) + g(D^*).
\]
Thus, $\lim_{k' \to +\infty} L(Z_{k'}) = L(Z^*)$. □

**Lemma 3.3.** Let $Z_k := (C_k, D_k)$ denote the sequence generated by Algorithm 1 and let $\Omega_*$ denote the set that contains all limit points of $Z_k$. Then $\Omega_*$ is not empty and
\[
L(C^*, D^*) = \inf_k L(C_k, D_k), \forall (C^*, D^*) \in \Omega_*.
\]

**Proof.** By Lemma 3.2, $Z_k$ is a bounded sequence. Thus, the set $\Omega_*$ is a non-empty set. Moreover, the set $\Omega_*$ is also a compact set as $\Omega_* = \bigcap \bigcup_{j \in \mathbb{N}, k \geq j} [Z_k]$. Notice that $L(Z_k)$ is a decreasing sequence and $L(Z) \geq 0$. Then, there exists some constant $\rho$ such that $\inf L(Z_k) = \rho$. Take any $Z^* \in \Omega_*$ and assume $Z_{k'} \to Z^*$ as $k' \to +\infty$. By lemma 3.2, we have that $\lim_{k' \to +\infty} L(Z_{k'}) = L(Z^*) = \rho$. □

At last, we show that the sequence generated by Algorithm 1 has sub-sequence convergence property.

**Theorem 3.4.** The sequence $Z_k := (C_k, D_k)$ generated by Algorithm 1 has at least one limit point, and any limit point of the sequence $Z_k$ is a stationary point of (14).

**Proof.** By Lemma 3.3, the sequence $Z_k := (C_k, D_k)$ generated by Algorithm 1 has at least one limit point. For any limit point $Z^1 = (C^1, D^1)$ of the sequence $Z_k$, let $\{Z_{k'}\}$ be the sub-sequence of $Z_k$ that converges to $Z^1$. Without loss of generality, assume the sub-sequence $\{Z_{k'+1}\}$ converges to $Z^2 = (C^2, D^2)$. By the definition of the second step in (10), we have
\[
Q(C_{k'}, D_{k'}) + f(C_{k'}) \leq Q(C, D_{k'}) + f(C), \forall C \in \Omega_C.
\] (18)
Taking $k' \to +\infty$ in (18), by Lemma 3.2, we have
\[
g(D^1) + Q(C^1, D^1) + f(C^1) \leq g(D^1) + Q(C, D^1) + f(C), \forall C \in \Omega_C,
\] (19)
which implies
\[
L(C^1, D^1) \leq L(C^1 + C, D^1), \forall C \in \Omega_C.
\] (20)
As $Z_{k'+1}$ is defined from $Z_{k'}$ by (10), we have
\[
\begin{aligned}
&\begin{cases}
Q(C_{k'}, D_{k'+1}) + g(D_{k'+1}) \leq Q(C_{k'}, D) + g(D), \forall D \in \Omega_D; \\
Q(C_{k'+1}, D_{k'+1}) + f(C_{k'+1}) \leq Q(C, D_{k'+1}) + f(C), \forall C \in \Omega_C.
\end{cases}
\end{aligned}
\]
The summation of the first inequality and the second inequality with \( C = C_{k'} \) gives
\[
g(D_{k'+1}) + Q(C_{k'+1}, D_{k'+1}) + f(C_{k'+1}) \leq g(D) + Q(C_{k'}, D) + f(C_{k'}). \tag{21}
\]
Taking \( k' \to +\infty \) in (21). By Lemma 3.2 and Lemma 3.3, we have
\[
L(C^1, D^1) = L(C^2, D^2) \leq L(C^1, D^1 + D).
\tag{22}
\]
Thus, the combination of (20) and (22) shows that the point \((C^1, D^1)\) is a coordinate-wise minimum point of (14). Therefore, for any \( \delta Z = (\delta C, \delta D) \), we have
\[
\lim\inf_{\|\delta Z\| \to 0} \frac{L(Z^1 + \delta Z) - L(Z^1)}{\|\delta Z\|} = \lim\inf_{\|\delta Z\| \to 0} \frac{Q(Z^1 + \delta Z) - Q(Z^1) + f(C^1 + \delta C) - f(C^1) + g(D^1 + \delta D) - g(D^1)}{\|\delta Z\|} \\
\geq \lim\inf_{\|\delta Z\| \to 0} \langle \nabla Q(Z^1), \delta Z \rangle + f(C^1 + \delta C) - f(C^1) + g(D^1 + \delta D) - g(D^1) \\
= \lim\inf_{\|\delta Z\| \to 0} \left( \frac{Q(C^1 + \delta C, D^1) - Q(C^1, D^1) - o(\|\delta C\|) + f(C^1 + \delta C) - f(C^1)}{\|\delta Z\|} \\
+ \frac{Q(C^1, D^1 + \delta D) - Q(C^1, D^1) - o(\|\delta D\|) + g(D^1 + \delta D) - g(D^1)}{\|\delta Z\|} \right) \\
\geq \lim\inf_{\|\delta Z\| \to 0} \frac{-o(\|\delta C\|) - o(\|\delta D\|)}{\|\delta Z\|} = 0,
\]
where the first inequality is from (15) and the second inequality is from the fact that \( Z^1 := (C^1, D^1) \) is the coordinate-wise minimum point of (14). By Definition (3.1), the point \( Z^1 \) is a stationary point of (14). \( \square \)

4. A modified algorithm for (7) with sequence convergence

In the previous section, we showed that the sequence generated by Algorithm 1 has sub-sequence convergence property. The next question is whether the sequence itself is convergent or not. The experiments show that it is not the case; see Fig. 1 (a) for the increments of the sequence \( C_k \). The lack of sequence convergence is not crucial to the applications in image recovery, as the result we are seeking for is not the frame coefficient vector but the image synthesized from the coefficients. See Fig. 1 (b) for an illustration. However, the divergence of the coefficient sequence could cause severe stability issue when the coefficient set is the one needed, e.g. in the case of sparse coding based recognition tasks. Motivated by both theoretical interest and the needs from applications, we proposed a modified version of Algorithm (1) with sequence convergence property, i.e., the sequence generated by the new algorithm converges to a stationary point of (14).

The modification on Algorithm 1 for gaining sequence convergence is done by adding a proximal term in each iteration, a technique which has been used in other alternating iterative methods to ensure the convergence. For example, the proximal
method proposed in [17] for solving a class of non-convex and non-smooth functions. The modified version of Algorithm 1 updates the estimates of $C$ and $D$ via solving the following problems:

$$
\begin{align}
D_{k+1} &\in \arg \min_{D} L(C_k, D) + \lambda_k \|D - D_k\|_F^2; \\
C_{k+1} &\in \arg \min_{C} L(C, D_{k+1}) + \mu_k \|C - C_k\|_F^2,
\end{align}
$$

where $\lambda_k, \mu_k \in (a, b)$ and $a, b > 0$. It can seen that the new iteration (23) adds two additional proximal terms, $\lambda_k \|D - D_k\|_F^2$ and $\mu_k \|C - C_k\|_F^2$, to the original iteration (8). Same as (8), both minimization problems in (23) also have closed-form solutions.

**Proposition 4.1.** The solution of (23) is given by

$$
\begin{align}
D_{k+1} &= U_k V_k^T, \\
C_{k+1} &\in T_{\lambda/\sqrt{\mu_k + 1}}(\frac{D_{k+1}^\top Y \mu_k C_k}{1 + \mu_k}),
\end{align}
$$

where $U_k, V_k$ are given by the SVD of $Y C_k^\top + \lambda_k D_k = U_k \Sigma_k V_k^\top$. 

**Proof.** The proof is exactly the same as that of (10) provided in [1].

See Algorithm 2 for the summary of the modified algorithm for solving (14).

**Algorithm 2** Proximal alternating iteration scheme for solving (7).

1. **INPUT:** Input image $g$;
2. **OUTPUT:** Adaptive filter set $D$;
3. **Main Procedure:**
   i. Set initial filter matrix $D_0$ and coefficient matrix $C_0$.
   ii. Construct the patch matrix $Y$ as (6).
   iii. For $k = 0, 1, \cdots$,
      1. compute the SVD of $Y C_k^\top + \lambda_k D_k = U_k \Sigma_k V_k^\top$;
      2. $D_{k+1} = U_k V_k^\top$ and $C_{k+1} = T_{\lambda/\sqrt{\mu_k + 1}}(\frac{D_{k+1}^\top Y \mu_k C_k}{1 + \mu_k})$.

4.1. **Convergence analysis of Algorithm 2**

In this section, we first establish the sub-convergence property of Algorithm 2. Then we establish the sequence convergence of the algorithm by showing that the sequence is a Cauchy sequence and converges to a stationary point of (14). The main proof is built on the results presented in [17] about the convergence analysis of proximal methods for solving a class of non-smooth and non-convex problems.

**Theorem 4.2.** Let $Z_k := (C_k, D_k)$ denote the sequence generated by Algorithm 2. Then, $Z_k$ has at least one convergent subsequence and every convergent subsequence of $Z_k$ converges to a stationary point of (14).
Proof. By the definition of (23), we have
\[
\begin{cases}
    L(C_k, D_{k+1}) + \lambda_k \|D_{k+1} - D_k\|_F^2 \leq L(C_k, D_k), \\
    L(C_{k+1}, D_{k+1}) + \mu_k \|C_{k+1} - C_k\|_F^2 \leq L(C_k, D_{k+1}).
\end{cases}
\]
Sum up both inequalities and by the fact that \(a \leq \mu_k, \lambda_k \leq b\), we have
\[
L(Z_k) - L(Z_{k+1}) \geq a\|Z_k - Z_{k+1}\|_F^2 \geq 0.
\]
By the same argument for (16), we have \(Z_k\) is bounded and has at least one limit point. By (25), we obtain
\[
L(Z_0) - L(Z_{k+1}) \geq \sum_{j=0}^{k} a\|Z_j - Z_{j+1}\|_F^2.
\]
Let \(k \to +\infty\) in (26). Together with the facts that \(L(Z_k) \geq 0\) and \(L(Z_k)\) is a decreasing sequence, we have
\[
\sum_{k=1}^{+\infty} \|Z_k - Z_{k+1}\|_F^2 < +\infty,
\]
which implies that
\[
\lim_{k \to +\infty} \|Z_k - Z_{k+1}\|_F = 0.
\]
Let \(Z^1 := (C^1, D^1)\) denote any limit point of \(Z_k\), i.e., there exists a sub-sequence \(Z_{k'}\) converges to \(Z^1\). In the next, we prove that the sub-sequence \(Z_{k+1}\) also converges to \(Z^1\). For any \(\epsilon > 0\), there exists \(N_0\) such that \(\|Z_{k'} - Z^1\|_F < \epsilon/2\) and \(\|Z_{k'} - Z_{k+1}\|_F < \epsilon/2\) for all \(k' > N_0\). The first inequality is from the fact that \(Z_{k'}\) converges to \(Z^1\) and the second one is from (27). Thus, for all \(k' > N_0\),
\[
\|Z_{k'+1} - Z^1\|_F \leq \|Z_{k'} - Z_{k'+1}\|_F + \|Z_{k'} - Z^1\|_F < \epsilon.
\]
Consequently, we have \(Z_{k'+1} \to Z^1\) as \(k' \to +\infty\).

By the definition of (23), we have that, for any \(C \in \Omega_C\),
\[
L(C_{k'+1}, D_{k'+1}) + a\|C_{k'+1} - C_{k'}\|_F^2 \leq L(C, D_{k'+1}) + b\|C - C_{k'}\|_F^2.
\]
Similar to the derivation of (17), by setting \(C = C^1\) and taking \(k' \to +\infty\) in the inequality above, we have \(\liminf_{k' \to +\infty} f(C_{k'+1}) \leq f(C^1)\). As \(f\) is a lower semi-continuous function, we have
\[
\liminf_{k' \to +\infty} f(C_{k'+1}) = f(C^1).
\]
By the same arguments in the proof of Lemma 3.2, we have \(\lim_{k' \to +\infty} f(C_{k'+1}) = f(C^1)\). Again, by using the same arguments for \(\lim_{k' \to +\infty} f(C_{k'+1})\), we also have \(\lim_{k' \to +\infty} f(C_{k'}) = f(C^1)\). Notice that \(D_k \in \mathcal{X}, \ k = 1, 2, \ldots\), and \(\mathcal{X}\) is a compact set. Thus, \(g(D_{k'}) = g(D_{k'+1}) = g(D^1) = 0\) and \(Q\) is continuous, which leads to
\[
\lim_{k' \to +\infty} L(Z_{k'}) = \lim_{k' \to +\infty} L(Z_{k'+1}) = L(C^1, D^1).
\]
By the definition of $C_k$ in (23), we have
\[ L(C_{k+1}, D_k+1) + a\|C_{k+1} - C_k\|_F^2 \leq L(C, D_k+1) + b\|C - C_k\|_F^2, \quad \forall C \in \Omega_C. \]

Taking $k' \to +\infty$ in the inequality above, together with (29) and (27), we have
\[ L(C^1, D_1) \leq L(C^1 + C, D^1) + b\|C\|_F^2, \quad \forall C \in \Omega_C. \tag{30} \]

Again, by the definition of (23), we have
\[
\begin{cases}
L(C_{k'}, D_{k'1}) + \lambda_{k'} \|D_{k'1} - D_k\|_F^2 \leq L(C_{k'}, D) + \lambda_{k'} \|D - D_k\|_F^2; \\
L(C_{k'+1}, D_{k'1}) + \mu_{k'} \|C_{k'+1} - C_k\|_F^2 \leq L(C, D_{k'1}) + \mu_{k'} \|C - C_k\|_F^2.
\end{cases}
\tag{31}
\]

Recall that $\lambda_{k'}, \mu_{k'} \in (a, b)$. Then,
\[ L(Z_{k'+1}) + a\|Z_{k'+1} - Z_k\|_F^2 \leq L(C_{k'}, D) + b\|D - D_k\|_F^2, \quad \forall D \in \Omega_D. \]

Taking $k' \to +\infty$ in the above, together with (29) and (27), we have
\[ L(C^1, D_1) \leq L(C^1, D^1 + D) + b\|D\|_F^2, \quad \forall D \in \Omega_D. \]

Consequently, for any $d = (\delta_C, \delta_D) \in (\Omega_C, \Omega_D)$, we have
\[
\begin{aligned}
\liminf_{\|d\| \to 0} & \frac{L(Z^1 + d) - L(Z^1)}{\|d\|} \\
= & \liminf_{\|d\| \to 0} \frac{Q(Z^1 + d) - Q(Z^1) + f(C^1 + \delta_C) - f(C^1) + g(D^1 + \delta_D) - g(D^1)}{\|d\|} \\
\geq & \liminf_{\|d\| \to 0} \frac{(\nabla Q(Z^1), d) + f(C^1 + \delta_C) - f(C^1) + g(D^1 + \delta_D) - g(D^1)}{\|d\|} \\
= & \liminf_{\|d\| \to 0} \frac{(Q(C^1 + \delta_C, D^1) - Q(C^1, D^1) - o(\|\delta_C\|) + f(C^1 + \delta_C) - f(C^1)}{\|d\|} \\
& + \frac{Q(C^1, D^1 + \delta_D) - Q(C^1, D^1) - o(\|\delta_D\|) + g(D^1 + \delta_D) - g(D^1)}{\|\delta_D\|} \\
\geq & \liminf_{\|d\| \to 0} \frac{-o(\|\delta_C\|) - o(\|\delta_D\|) - b(\|\delta_C\|_F^2 + \|\delta_D\|_F^2)}{\|d\|} = 0.
\end{aligned}
\]

By Definition 3.1, we have $Z^1$ is a stationary point of (14).

In the next, we will establish the convergence of the sequence $Z_k = (C_k, D_k)$ generated by (23) by showing that it satisfies the so-called finite length property, i.e.,
\[ \sum_{k=1}^{+\infty} \|Z_{k+1} - Z_k\|_F < +\infty. \]

Clearly, a sequence with finite length property is a Cauchy sequence. Together with Theorem 4.2, we have the sequence $Z_k$ converging to a stationary point of (14). The proof is based on the convergence analysis developed in a series of papers ([18, 17, 19]), which studied the convergence of the iteration scheme (23) for solving (14) with respect to a class of objective functions.
Theorem 4.3. [17, Theorem 9] The sequence \( Z_k = (C_k, D_k) \) generated by the iteration (23) has finite length property if the following conditions hold:

1. \( L(C, D) \) is a K-L function;

2. \( Z_k, k = 1, 2, \ldots \) is a bounded sequence and there exists some positive constants \( a, b \) such that \( \lambda_k, \mu_k \in (a, b), k = 1, 2, \ldots \);

3. \( \nabla Q(C, D) \) has Lipschitz constant on any bounded set.

In Theorem 4.3, there are three conditions to ensure that the sequence satisfies the finite length property. The first condition requires that the objective function \( L \) satisfies the so-called Kurdyka-Łojasiewicz (K-L) property; see [19, Definition 3] for more details on K-L property. Given a function, it is often not easy to check whether it satisfies the K-L property. Nevertheless, it is shown in [18, Remark 5] and [18, Theorem 11] that any so-called semi-algebraic function satisfies the K-L property.

Definition 4.4. [19] A subset \( S \) of \( \mathbb{R}^n \) is called a semi-algebraic set if there exists a finite number of real polynomial functions \( g_{ij}, h_{ij} \) such that

\[
S = \bigcup_j \bigcap_i \{ u \in \mathbb{R}^n : g_{ij}(u) = 0, h_{ij}(u) < 0 \}.
\]

A function \( f(u) \) is called a semi-algebraic function if its graph \( \{(u, t) \in \mathbb{R}^n \times \mathbb{R}, t = f(u)\} \) is a semi-algebraic set.

Theorem 4.5. Let \( Z_k = (C_k, D_k) \) denote the sequence generated by (23). Then, the sequence \( Z_k \) has the finite length property and thus is a Cauchy sequence.

Proof. The proof is done by showing that Theorem 4.3 is applicable to the objective function (14) and the sequence \( Z_k \) generated by (23). Thus, we only need to verify all three conditions in Theorem 4.3.

The first condition in Theorem 4.3 is verified by showing that all three terms in the objective function \( L \) given by (14) are semi-algebraic functions. The second term \( Q(C, D) = \frac{1}{2}\|D^\top Y - C\|_F^2 \) is clearly a semi-algebraic function as it is a real polynomial. Next, it can be seen that the set \( \mathcal{X} = \{ D \in \mathbb{R}^{m \times m^2} : D^\top D = I \} = \bigcap_{j=1}^m \bigcap_{k=1}^m \{ D : \sum_{i=1}^m d_{kj}d_{ji} = \delta_{j,k} \} \) is a semi-algebraic set. Thus, the last term \( g(D) = I_X(D) \) is also a semi-algebraic function, as it is shown in [20] that indicator functions of semi-algebraic sets are semi-algebraic functions. Regarding the first term \( f(C) = \chi^2\|C\|_0 \). The graph of \( F = \|C\|_0 \) is \( S = \bigcup_{k=0}^{m^2L} L_k \triangleq \{ (C, k) : \|C\|_0 = k \} \). For each \( k = 0, 1, \ldots, m^2L \), let \( S_k = \{ J : J \subseteq \{1, \ldots, m^2L \}, |J| = k \} \), then \( L_k = \bigcup_{J \in S_k} \{ (C, k) : C_{J^c} = 0, C_J \neq 0 \} \). It can be seen that the set \( \{ (C, k) : C_{J^c} = 0, C_J \neq 0 \} \) is a semi-algebraic set in \( \mathbb{R}^{m^2 \times L} \times \mathbb{R} \). Thus, \( F(C) = \|C\|_0 \) is a semi-algebraic function, as the finite union of the semi-algebraic set is still semi-algebraic.
Regarding the second condition in theorem 4.3, the boundedness of the sequence \(Z_k = (C_k, D_k)\) is ensured by Theorem 4.2. Moreover, by the definition of (23), there exist two positive constants \(a, b > 0\) such that \(\lambda_k, \mu_k \in (a, b)\) for \(k = 1, 2, \ldots\).

For the last condition in theorem 4.3, notice that the function \(Q(C, D) = \frac{1}{2} \|C - D^T Y\|_F^2\) is a smooth function. Thus, for any bounded set \(\mathcal{M}\), there exists a constant \(M > 0\) such that

\[
\|\nabla Q(C_1, D_1) - \nabla Q(C_2, D_2)\| \leq M \|(C_1, D_1) - (C_2, D_2)\|
\]

for any \((C_1, D_1) \in \mathcal{M}\) and \((C_2, D_2) \in \mathcal{M}\).

In summary, we have the following result regarding the convergence of Algorithm 2.

**Corollary 4.6.** The sequence \(Z_k := (C_k, D_k)\) generated by Algorithm 2 converges to a stationary point of (14).

5. Experiments on image denoising

There are two main parts in this paper: one is the convergence analysis of the method proposed in [1] and the other is the modifications of the original algorithm for gaining stronger convergence property. The later is more of theoretical interest and for potential benefit to other applications. Thus, the experimental evaluation done in this paper for image denoising is not as comprehensive as [1]. The data-driven tight frame based image denoising is done as follows. Let \(f = g + \epsilon(\sigma)\) denote some noisy observation of \(g\), where \(\epsilon(\sigma)\) is the additive i.i.d. Gaussian noise with zero mean and standard deviation \(\sigma\). Taking \(f\) as the input and using \(8 \times 8\) DCT as the initial guess, the filters of data-drive tight frame \\{\(a_1, a_2, \ldots, a_{64}\)\} are constructed using Algorithm 1 (or Algorithm 2). Then the denoised result, denoted by \(\tilde{g}\), is obtained via hard thresholding:

\[
\tilde{g} = W^\top (T_{\tilde{\lambda}}(Wf)),
\]

where \(W\) denotes the analysis operator determined by \(\{a_j\}_{j=1}^{64}\) and \(\tilde{\lambda}\) is thresholding parameter determined by noise level. Throughout all experiments, the parameter \(\tilde{\lambda}\) is fixed at \(\tilde{\lambda} = 2.7\sigma\) for both Algorithm 1 and Algorithm 2. The other settings for Algorithm 1 are the same as [1]. For Algorithm 2, we set the maximum number of it iterations to 70 and set \(\lambda_k = 0.047, \mu_k = 0.024\) for all \(k\).

We start with the demonstration of convergence behavior of Algorithm 1 proposed in [1] and Algorithm 2 proposed in this paper. See Fig. 1 (a) for the comparison of the \(\ell_2\) norm of the increments of the frame coefficient vectors \(C^k\) generate by two algorithms. It can be seen that the coefficient sequence generated by Algorithm 1 does not converge while the one generated by Algorithm 1 converges. However, the lack of sequence convergence of Algorithm 1 does not impact its performance of image denoising, as shown in Fig. 1. The PSNR values of the denoised results from both algorithms are summarized in Table 1 with respect to different images (see Fig. 2) and different noise levels. It can be seen that the performances of both algorithms in image denoising are very close in terms of PSNR value.
Figure 1: convergence behavior of Algorithm 1 and Algorithm 2. (a) The $\ell_2$ norm of the increments of the framelet coefficient vector at each iteration; and (b) the PSNR values of the intermediate results at each iteration when denoising the image "boat" with noise level $\sigma = 20$.

Figure 2: six test images

Table 1: PSNR values of the denoised results
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