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Abstract

We present a new general framework for designing multiscale methods. Compared with previous work such as Brandt’s systematic up-scaling, the heterogeneous multiscale method and the “equation-free” approach, this new framework has the distinct feature that it does not require reinitializing the microscale model at each macro time step or each macro iteration step. In the new strategy, the macro- and micro-models evolve simultaneously using different time steps (and therefore different clocks), and they exchange data at every step. The micro-model uses its own appropriate time step. The macro-model runs at a slower pace than required by accuracy and stability considerations for the macroscale dynamics, in order for the micro-model to relax. Examples are discussed and application to modeling complex fluids is presented.
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1 Introduction

The main purpose of this paper is to present a new framework for designing multiscale, multi-physics methods. Compared with other existing general strategies such as systematic up-scaling [1,2], the heterogeneous multiscale method [3–5] and the “equation-free” approach [6], the new framework has
the distinct advantage that it does not require reinitializing the microscale model at each macro time step or each macro iteration step. Methods designed under this new framework are therefore quite seamless and much easier to implement.

In many areas of science and engineering, we face the problem that we are interested in analyzing the macroscale behavior of a given system, but we do not have an explicit and accurate macroscopic model for the macroscale quantities that we are interested in. On the other hand, we do have at our disposal a microscopic model with satisfactory accuracy – the difficulty being that solving the full microscopic model is far too inefficient. Most well-known examples include:

(1) In molecular dynamics, we need an accurate force field which we often do not have. Instead, we have an electronic structure model such as models from the density functional theory.
(2) When modeling the dynamics of real gases, we need the equation of state which we often do not have. Instead, we have an accurate kinetic model.
(3) In continuum models of complex fluids, we need the constitutive relations which we often do not have. Instead, we have an accurate atomistic model, such as a molecular dynamics model, for the system. The same situation exists for solids.

Many different methods have been developed to deal with these situations. Most well-known among these methods are the Car-Parrinello molecular dynamics [7], the quasi-continuum method for studying the deformation of solids [8,9] and the kinetic scheme for studying the dynamics of gases [10]. All these methods share the following features:

(1) They allow us to model the macroscale quantities of interest, by coupling with a microscale model, not by using \textit{ad hoc} macroscale models.
(2) They make use of the scale separation in the system, either by modifying some small parameters in the problem (as is done in the Car-Parrinello molecular dynamics), or by solving the microscopic model on small spatio-temporal domains (as in the Knap-Ortiz version of the quasi-continuum method [9]).

The success of these methods and the success of more traditional multiscale methods such as the multi-grid method have given impetus to finding general framework for multiscale methods. Most notable among these are the systematic up-scaling approach of Brandt [2], the heterogeneous multiscale method [3–5] and the “equation-free” approach [6]. The hope is that a general framework might lead to general designing principles for multiscale methods and guidelines for carrying out error analysis, as was the case of finite difference and finite element methods for solving differential equations. To a large extent,
the heterogeneous multiscale method has indeed achieved these goals [4].

In Ref. [2], Achi Brandt reviewed a general strategy for extending the multi-grid method and renormalization group analysis to multi-physics problems. The new strategy, which is now called “systematic up-scaling”, allows the use of discrete models such as Monte Carlo methods or molecular dynamics (besides traditional partial differential equation models) at the finest level of the calculation, and it does not require explicit macroscale models to begin with. In fact, Brandt remarked that one might be able to construct an effective macroscale model from the data accumulated during the computation. In addition, one can exploit scale separation by restricting the size of the spatial-temporal domain over which the microscale models are simulated: “few sweeps are enough, due to the fast CMC equilibration. This fast equilibration also implies that the interpolation can be done just over a restricted sub-domain, serving as window: In the window interior fine-level equilibration is reached.”

In the heterogeneous multiscale method (HMM), one begins with an assumption about the form of the macroscale model (not the detailed expression), based on which one selects a macro solver for the problem. Due to the fact that the macro model is not explicitly known, the microscale model is invoked during the computation to supply whatever data that is missing but needed for the macro solver. Scale separation is exploited by observing that in the data estimation step, the computational domain for the microscopic model can be totally decoupled from the physical domain for the macroscale solver. It only has to be large enough to guarantee the required accuracy for the data. For the same reason, there is no direct communication between the different microscopic simulations carried out for estimating data at different spatial locations. All communications are done through the macro-solver. This observation motivated the construction of the fiber bundle structure for the multiscale problems handled by HMM [11]. This fiber bundle structure is also quite relevant to the seamless approach discussed below.

In the “equation-free” approach, one tries to link together simulations of the microscopic models on small spatial-temporal domains in order to “perform system level tasks” [6]. This is done through interpolation in space and extrapolation in time of ensemble-averaged macroscale quantities obtained from the microscopic simulations.

In all three approaches, one basic underlying assumption is that the microscopic process is in equilibrium with the local macroscopic state of the system. In other words, the local relaxation time for the microscopic process is much smaller than the time scale for the macroscopic evolution of the system.

From a practical viewpoint, the most notable common feature of these strate-
gies is that they all require going back and forth between the macro- and micro-states of the system, even though the terminologies used are different (see Table 1 for a comparison of the different terminologies). This can become rather difficult in practical implementations, particularly when constructing micro-states from the macro variables and when the micro-states are discrete and the macro variables are continuous quantities.

The main motivation of the current paper is to present a strategy that bypasses this difficulty. In a nutshell, the basic idea is as follows.

1. Run the micro solver using its own time step $\delta \tau$.
2. Run the macro solver using its own time step $\Delta^\prime t$.
3. Exchange data between the micro- and macro-solvers at every step.

The macro time step $\Delta^\prime t$ should be much smaller than what is required to accurately resolving the macroscale behavior of the system. For example, if $\Delta t$ is the time step size required for accurately resolving the macroscale behavior of the system, we choose $\Delta^\prime t = \Delta t/M$ where $M > \tau \varepsilon / \delta \tau$, $\tau \varepsilon$ being the relaxation time of the microscopic model. This is necessary in order to guarantee that the microscopic process has sufficient time to relax.

Two important features of this procedure are:

1. There is no need to reinitialize the microscopic solver.
2. The micro and macro-solvers use different clocks.

Intuitively, the basic idea is to force the microscale model to accommodate the changes in the macroscale environment at a much faster pace. For example, assume that the characteristic macro time scale is 1 sec and the micro time scale is $1 \text{ fs} = 10^{-15} \text{ sec}$. In a brute force calculation, the micro model will run $10^{15}$ steps before the environment changes. HMM makes use of the separation of the time scales by running the micro model until it is sufficiently relaxed, which requires far fewer than $10^{15}$ steps, and then extracting the data in order to evolve the macro system over a macro time step of 1 sec. The price one has to pay is that one has to reinitialize the microscale solver at each macro time step. In other words, even though HMM skips $10^{15} - M$ ($M$ is the number of steps that HMM has to run in order for the microscopic model to relax) micro steps of calculation, it still exchanges data between the macro and micro solvers after every $10^{15}$ micro time step interval. One can do this differently and exchange data every $M$ micro time steps. By doing so, we change the clock for the micro model, but we no longer need to reinitialize the micro model every macro time step. Since the cost of the macro solver is typically very small compared with the cost of the micro solver, we may as well run the macro solver using a smaller time step (i.e. $1/M \text{ sec}$) and exchange data every time step. In this way the data exchanged are more smooth. It turns out that this has the added advantage that it also reduces the statistical error (see the
numerical results presented below).

At a mathematical level, aspects of these ideas can be found in the framework of fiber bundle dynamics, proposed in Ref. [11]. At the level of algorithms, ideas of a similar origin were used in Car-Parrinello molecular dynamics [7]. Most directly relevant to the present work are the works in [12] where similar ideas were used to study dynamical systems with disparate time scales, in [13] where they are used to design methods to sample free energies in the context of molecular systems, and in [14] where they are used to develop multiscale methods for studying the macroscale behavior of fluids made up of chain molecules. This work can be considered as a direct generalization of the work in [14].

The present paper is organized as follows. In section 2, we present the general framework and discuss three simple examples, an ODE (ordinary differential equations) example, a SDE (stochastic differential equation) example, and an example of the parabolic homogenization problem. In section 3, we discuss simple but more general ODE and SDE examples, and we discuss the errors in these methods. We also compare the new strategy with HMM. In section 4, we present the application of the new seamless algorithm to modeling the macroscopic behavior of complex fluids modeled by chain molecules. Complex fluids were used as examples in Ref. [14], but there the discussion was restricted to shear flows. Here we consider general incompressible flows. In section 5, we briefly discuss type A problems, namely problems for which the microscopic models are used to help resolving local singularities or defects. Concluding remarks are made in section 6.

2 The Seamless Algorithm

2.1 Setup and the general framework

We will follow a top-down coupling strategy in the style of HMM [3,4]. Let us begin with a general formulation of multiscale problems. We will use $U$ to denote the macro-state variables, and $u$ to denote the micro-state variables in the problem. At the macroscopic level, we have an incomplete macroscale model:

$$\partial_t U = L(U; D)$$

(1)

where $D$ denotes the data needed for the macroscale model to be complete. For example, for complex fluids, $U$ might be the macroscopic velocity field and $D$ might be the stress tensor. In addition, we also have a microscopic model:

$$\partial_\tau u = L(u; U), \quad Q u(0) = U_0.$$  

(2)
Here the macroscale variable $U$ may enter the system as constraints, and $Q$ is the compression operator that maps micro-state variables to macro-states variables [3]. We have used different notations $t$ and $\tau$ to denote the time variable for the macro and micro-models, to emphasize the point that we do not have to think about them over the same physical domain.

In general, there are two important time-scales that we need to consider. The first, denoted by $t_M$, is the time-scale for the dynamics of the macro-variables. The second, denoted by $\tau_\varepsilon$, is the relaxation time for the microscopic model. We will need to distinguish two different cases. The first is when there is no time scale separation, i.e. $\tau_\varepsilon \sim t_M$. In this case, from the viewpoint of numerical efficiency, there is not much room to play with as far as time scales are concerned. The second case is when $\tau_\varepsilon \ll t_M$. This is the case we will focus on. In this case, we can play with the time variable $\tau$, as we will see later.

The general philosophy of HMM is to couple the macro- and micro-models such that the macro-state provides the constraints for the micro model and the micro model provides the needed constitutive data $D$ for the macro model. HMM proceeds by selecting a macro-solver for (1), and then

1. Solve (2) in the appropriate computational domain for the micro-model;
2. Use the results to estimate $D$;
3. Use the macro-solver to evolve $U$.

Each time the microscopic model is invoked, it has to be reinitialized. Thus, one can write down the HMM procedure formally as:

1. Given the current state of the macro variables $U(t)$, reinitialize the micro-variables:
   \[ u_t(0) = RU(t); \]
2. Evolve the micro variables for $M$ micro time steps:
   \[ u_t((m + 1)\delta\tau) = S_{\delta\tau}(u_t(m\delta\tau); U(t)), \quad m = 0, \ldots, M - 1; \]
3. Estimate $D$:
   \[ D(t) = D_M(u_t(0), u_t(\delta\tau), \ldots, u_t(M\delta\tau)); \]
4. Evolve the macro-variables for one macro time step using the macro-solver:
   \[ U(t + \Delta t) = S_{\Delta t}(U(t); D(t)) \]
5. Set the current state of the macro-variables to $U(t + \Delta t)$ and repeat.

Here $R$ is some reconstruction operator that reinitializes the micro model in a way that is consistent with the current state of the macro variables, $S$ is the micro solver, which also depends on $U(t)$ through the constraints, as indicated.
\( D_M \) is some data processing operator which in general involves time/ensemble averaging. This is sometimes referred to as the data estimator. Finally \( S \) is the macro solver.

The reason why the micro variables must be reinitialized is that at the end of one HMM iteration, one is left with \( u_t(M \delta \tau) \) satisfying \( Qu_t(M \delta \tau) = U(t) \), but what is needed for the next iteration is \( u_{t+\Delta t}(0) \) which should satisfy \( Qu_{t+\Delta t}(0) = U(t + \Delta t) \neq U(t) \).

The parameter \( M \) is an important parameter in this algorithm. It has to be large enough such that the micro state has reached its quasi-equilibrium state. In practice, the requirement is that

\[ \tau \epsilon \ll M \delta \tau. \quad (7) \]

We can formulate a simpler algorithm that does not require reinitialization:

1. Given the current state of the micro variables \( u(\tau) \) and the macro variables \( U(t) \), evolve the micro variables for one time step
   \[ u(\tau + \delta \tau) = S_{\delta \tau}(u(\tau); U(t)); \quad (8) \]
2. Estimate \( D \):
   \[ D = D(u(\tau + \delta \tau)); \quad (9) \]
3. Evolve the macro variables
   \[ U(t + \Delta t) = S_{\Delta t}(U(t); D); \quad (10) \]
4. Set the current state of the micro- and macro-variables respectively to \( u(\tau + \delta \tau) \) and \( U(t + \Delta t) \) and repeat.

In this algorithm, we alternate between the macro- and the micro-solvers, each running with its own time-step (therefore the micro- and macro-solvers use different clocks). At every step, the needed macroscale data is estimated from the results of the micro-model (at that step) and is supplied to the macro-solver. The new values of the macro-state variables are then used to constrain the micro-solver. In essence, the micro-solver is forced to adapt to the changes of the macroscale environment at a much faster pace. An illustration of this procedure is shown in the lower panel Fig. 1.

**Remarks:** Three important remarks are in order:

1. To guarantee that the microscale model will have sufficient time to adapt to the changes of the macro-state, we have to run the macroscale model on a slower pace than is required for accurately resolving the dynamics of macroscale quantities. If \( \Delta t \) is the time-step size suitable for resolving the
macroscale dynamics (i.e. the one used in HMM), then we should take \( \Delta t' = \Delta t / M \) where the value of \( M \) is similar to that in HMM and should be chosen according to (7) and the accuracy requirement. The accuracy of the seamless algorithm and its dependence on the parameter \( M \) will be discussed in section 3.

2. The seamless algorithm is more costly than HMM, since we now evolve the macro variables using much smaller time steps. However, this increase of cost is quite small since in most cases, there are far fewer macro variables than micro variables.

3. Even though we do not use explicit time averaging to process the microscopic data in the new algorithm, the data is implicitly averaged over time in this algorithm, and the statistical error is comparable to that in HMM at equal cost. We will return to this issue in section 3.

From the consideration of time scales alone, the computational savings in the seamless algorithm come from the fact that effectively the system is evolving on the time step \( \Delta t' \). In the case when the time-scales are separated, \( \Delta t' \) can be much larger than \( \delta \tau \). Therefore one can define the savings factor:

\[
C_s = \frac{\Delta t'}{\delta \tau} = \frac{\Delta t}{M \delta \tau} \tag{11}
\]

As an example, let us consider the case when the microscopic model is molecular dynamics, and the time step size is femtoseconds \((\delta \tau = 10^{-15} \text{ seconds})\). If one wants to simulate one second of physical time, then one needs to compute for \(10^{15}\) steps. On the other hand, assume that the relaxation time is on the order of picoseconds \((10^{-12} \text{ seconds})\) which is about \(10^3\) micro time steps, then \( M = 10^4 \) is a reasonable choice, and simulating one second of physical time using the seamless algorithm requires \(10^4\) steps. This is a factor of \(10^{11}\) savings. The price to be paid is that we no longer obtain accurate information at the level of the microscopic details – we can only hope to get accurate information for the macro-state variables.

2.2 Example: Stiff ODEs

To get a first impression about how the new algorithm works, let us consider the trivial example of stiff ODEs:

\[
\begin{align*}
\frac{dx}{dt} &= f(x, y) \\
\frac{dy}{dt} &= -\frac{1}{\varepsilon}(y - \varphi(x)).
\end{align*} \tag{12}
\]
Here $U = x$, $u = (x, y)$. In the style of Car-Parrinello molecular dynamics, one would change the small parameter $\varepsilon$ to a bigger value $\varepsilon'$:

$$
\begin{align*}
\frac{dx}{dt} &= f(x, y) \\
\frac{dy}{dt} &= -\frac{1}{\varepsilon'}(y - \varphi(x)), \\
\end{align*}
$$

where the size of $\varepsilon'$ is determined by the accuracy consideration. This modified equation is then solved using standard methods.

We can look at this differently. Instead of changing the value of $\varepsilon$, we may change the clock for the micro-model, i.e. if we use $\tau = \varepsilon t/\varepsilon'$ in the second equation in (13), then (13) can be written as:

$$
\begin{align*}
\frac{dx}{dt} &= f(x, y) \\
\frac{dy}{d\tau} &= -\frac{1}{\varepsilon}(y - \varphi(x)). \\
\end{align*}
$$

If we discretize this equation using standard ODE solvers (e.g. the forward Euler) but with different time-step sizes and denote by $y^n = y(n\delta\tau)$ and $x^n = x(n\Delta't)$, we obtain the following algorithm:

$$
\begin{align*}
y^{n+1} &= y^n - \frac{\delta\tau}{\varepsilon}(y^n - \varphi(x^n)) \\
D^{n+1} &= y^{n+1} \\
x^{n+1} &= x^n + \Delta't f(x^n, D^{n+1}).
\end{align*}
$$

One can think of this as running the two solvers on different clocks with the same number of steps, and exchanging data every step.

### 2.3 Example: SDEs with multiple time scales

Next, consider:

$$
\begin{align*}
\frac{dx}{dt} &= f(x, y) \\
\frac{dy}{dt} &= -\frac{1}{\varepsilon}(y - \varphi(x))dt + \sqrt{\frac{1}{\varepsilon}}dw
\end{align*}
$$

where $w(t)$ is a Wiener process. The averaging theorems suggest that the effective macroscale equation should be in the form of an ODE:

$$
\frac{dx}{dt} = F(x).
$$

HMM with forward Euler as the macro-solver proceeds as follows:
(1) Initialize the micro-solver, e.g., $y^{n,0} = y^{n-1,M}$;

(2) Apply the micro-solver for $M$ micro steps:

$$y^{n,m+1} = y^{n,m} - \frac{\delta t}{\varepsilon} (y^{n,m} - \varphi(x^n)) + \sqrt{\frac{\delta t}{\varepsilon}} \xi^{n,m}$$  \hspace{1cm} (20)

for $m = 0, 1, \cdots, M - 1$. Here $\{\xi^{n,m}\}$ are independent normal random variables with mean 0 and variance 1;

(3) Estimate $F(x)$:

$$F^n = \frac{1}{M} \sum_{m=1}^{M} f(x^n, y^{n,m});$$  \hspace{1cm} (21)

(4) Apply the macro-solver:

$$x^{n+1} = x^n + \Delta t F^n.$$  \hspace{1cm} (22)

Here $x^n = x(n\Delta t)$.

In contrast, the seamless algorithm with forward Euler scheme is simply:

$$y^{n+1} = y^n - \frac{\delta \tau}{\varepsilon} (y^n - \phi(x^n)) + \sqrt{\frac{\delta \tau}{\varepsilon}} \xi^n$$  \hspace{1cm} (23)

$$x^{n+1} = x^n + \Delta' t f(x^n, y^{n+1})$$  \hspace{1cm} (24)

where $\{\xi^n\}$ are independent normal random variables with mean 0 and variance 1, and now $x^n = x(n\Delta't)$.

2.4 The parabolic homogenization problem

Consider

$$\partial_t u^\varepsilon = \nabla \cdot (a(x, \frac{x}{\varepsilon}, t) \nabla u^\varepsilon)$$  \hspace{1cm} (25)

where $a(x, y, t)$ is a smooth function and is periodic in $y$, say with period 1.

The macroscale model is of the form

$$\partial_t U = \nabla \cdot D$$  \hspace{1cm} (26)

$$D = \langle a(x, \frac{x}{\varepsilon}, t) \nabla u^\varepsilon \rangle$$  \hspace{1cm} (27)

where $\langle \cdot \rangle$ means taking spatial averages.

As in HMM, if we choose a finite volume method as the macro-solver, then $D$ needs to be evaluated at the cell boundaries [15]. We will make the assumption that the flux $D$ depends on the local values of $U$ and $\nabla U$ only. Consequently for the micro model, we will impose the boundary condition that $u^\varepsilon(x, t) - Ax$ is periodic where $A = \nabla U$ evaluated at the location of interest.
Denote the micro-solver as:

\[ u^{n+1} = S_{\delta r, \delta x}(u^n; A) \]  \hspace{1em} (28)

In HMM, assume that we have the numerical approximation \( U^n = U(t^n) \) (where \( t^n = n\Delta t \)) at the \( n \)-th macro time step, we obtain the numerical approximation at the next macro time step, \( U^{n+1} = U((n+1)\Delta t) \) through the following steps:

1. For each \( j \), let \( A^n_j = (U^n_j - U^n_{j-1})/\Delta x \).
2. Reinitialize the micro-solver, such that \( u^n_0(x) - A^n_j x \) is periodic for each \( j \).
3. Apply the micro-solver \( M \) steps:
   \[ u^{n,m+1}_j = S_{\delta r, \delta x}(u^{n,m}_j; A^n_j) \]
   with \( m = 0, 1, \ldots, M - 1 \).
4. Compute
   \[ D^{n+1}_{j-1/2} = \langle a(x, \frac{x}{\varepsilon}, t^n) \nabla u^{n,M}_j \rangle \] \hspace{1em} (29)
5. Evolve the macro-state variables using
   \[ U^{n+1}_j = U^n_j + \Delta t \frac{D^{n+1}_{j+1/2} - D^{n+1}_{j-1/2}}{\Delta x} \] \hspace{1em} (30)

In contrast, if we use the proposed seamless strategy, then we have \( U^n = U(n\Delta't) \). Given \( \{U^n_j\} \) where \( U^n_j \) denotes the numerical approximation at time \( t^n = n\Delta' t \) inside the \( j \)-th cell, the seamless algorithm produces the updated values \( U^{n+1} \) via the following steps:

1. For each \( j \), let \( A^n_j = (U^n_j - U^n_{j-1})/\Delta x \).
2. Evolve the micro-state variable for one micro-time step:
   \[ u^{n+1}_j = S_{\delta r, \delta x}(u^n_j; A^n_j) \] \hspace{1em} (31)
3. Compute
   \[ D^{n+1}_{j-1/2} = \langle a(x, \frac{x}{\varepsilon}, t^n) \nabla u^{n+1}_j \rangle \] \hspace{1em} (32)
4. Advance the macro-state for one reduced macro-time-step:
   \[ U^{n+1}_j = U^n_j + \Delta t \frac{D^{n+1}_{j+1/2} - D^{n+1}_{j-1/2}}{\Delta x} \] \hspace{1em} (33)

### 3 Accuracy

Now let us discuss the accuracy of these methods. Instead of presenting a general framework for error analysis for the seamless method, we will focus on
the simple examples of ODEs and SDEs discussed earlier. Denote by $x_h$ the numerical solution for the macro variable $x$ and $\bar{x}$ the solution to the limiting equation (as $\varepsilon \to 0$). For these simple examples, the error for the seamless algorithm can be understood very simply using the following observation: Instead of thinking of the micro- and macro-solvers with different clocks, we can think of them as being running on the same clock with the same time step $\Delta' t$, but with a different value of $\varepsilon$ that satisfies

$$\frac{\delta \tau}{\varepsilon} = \frac{\Delta' t}{\varepsilon'} \tag{34}$$

or

$$\varepsilon' = \frac{\Delta' t}{\delta \tau} \varepsilon \tag{35}$$

For these simple examples, the seamless algorithm can be considered as standard algorithms applied to the modified problem with the modified parameter value. The error consists of two parts: The error due to boosting the parameter $\varepsilon$ and the error due to numerical solution of the boosted model. For the stiff ODE (12), let us denote by $x_h$ the numerical solution for the slow variable $x$ and $\bar{x}$ the solution to the limiting equation

$$\frac{dx}{dt} = f(x, \varphi(x)). \tag{36}$$

Then we have

$$|x_h(t) - \bar{x}(t)| \leq C \left( \varepsilon' + \left( \frac{\Delta' t}{\varepsilon'} \right)^k + \Delta' t^\ell \right)$$

$$= C \left( \frac{\Delta' t}{\delta \tau} \varepsilon + \left( \frac{\delta \tau}{\varepsilon} \right)^k + \Delta' t^\ell \right) \tag{37}$$

where the first term is due to the difference of the solution to the modified model and the solution to the limiting equation, the second and third terms are the error of the micro and macro solvers respectively when applied to the modified equation, and $k$ is the order of accuracy of the micro-solver and $\ell$ is the order of accuracy of the macro-solver. In terms of the parameters entering the HMM algorithm, (37) can be written as

$$|x_h(t) - \bar{x}(t)| \leq C \left( \frac{\Delta t}{M \delta \tau} \varepsilon + \left( \frac{\delta \tau}{\varepsilon} \right)^k + \left( \frac{\Delta t}{M} \right)^\ell \right) \tag{38}$$

This is to be compared with the error for the HMM algorithm which is given by [16,4,17]:

$$|x_h(t) - \bar{x}(t)| \leq C \left( \Delta t e^{-M \delta \tau/\varepsilon} + \left( \frac{\delta \tau}{\varepsilon} \right)^k + \Delta t^\ell \right) \tag{39}$$
if we initialize the micro-solver such that \( y^{n,0} = y^{n-1,M} \), and

\[
|x_h(t) - \bar{x}(t)| \leq C \left( e^{-M\delta t/\varepsilon} + \left( \frac{\delta t}{\varepsilon} \right)^k + \Delta t^k \right)
\] (40)

if we initialize \( y^{n,0} \) arbitrarily. Here the first term is due to the error in the data estimation process, the second term is the error in the micro-solver, and the last term is the error in the macro-solver. We see that under the usual circumstance and if we use high order macro-solver the last term in each expression gives a small contribution, and since we can then take \( M\delta t/\varepsilon \gg 1 \), HMM gives slightly better accuracy because the first term in (39) or (40) is smaller than the first term in (38).

let us now consider the SDE (18). we compare the numerical solution \( x_h \) with the exact solution \( \bar{x} \) of the limiting equation:

\[
\frac{dx}{dt} = F(x)
\] (41)

where \( F(x) \) is given by [18]:

\[
F(x) = \lim_{\varepsilon \to 0} \int f(x, y)\mu^\varepsilon_x(dy)
\] (42)

where \( \mu^\varepsilon_x(dy) \) is the invariant measure of the dynamics of the fast variable \( y \) with \( x \) fixed. Using \( \delta \tau/\varepsilon = \Delta t/\varepsilon' \), we see that the seamless algorithm in (23) and (24) can be rewritten as:

\[
y^{n+1} = y^n - \frac{\Delta t}{\varepsilon'}(y^n - \varphi(x^n)) + \sqrt{\frac{\Delta t}{\varepsilon'}} \xi^n
\] (43)

\[
x^{n+1} = x^n + \Delta t f(x^n, y^{n+1})
\] (44)

which can be considered as a standard discretization of (18) with the parameter value of \( \varepsilon \) boosted to \( \varepsilon' \):

\[
\begin{cases}
    \frac{dx}{dt} = f(x, y) \\
    dy = -\frac{1}{\varepsilon'(y - \varphi(x))}dt + \frac{1}{\varepsilon'}dw.
\end{cases}
\] (45)

Denote the solution of the above equation by \( x_{\varepsilon'} \). It was shown in Ref. [18] that

\[
E|x_{\varepsilon'}(t) - \bar{x}(t)| \leq C\sqrt{\varepsilon'}
\] (46)

where \( \bar{x} \) is the solution to the limiting equation (41). Therefore the error for
the seamless algorithm is controlled by:

\[
E|\bar{x}(t) - \bar{x}(t)| \leq C \left( \sqrt{\varepsilon'} + \left( \frac{\Delta't}{\varepsilon'} \right)^k + \Delta't^l \right)
\]

\[
= C \left( \sqrt{\varepsilon\Delta t M} \delta\tau + \left( \frac{\delta\tau}{\varepsilon} \right)^k + \left( \frac{\Delta t}{M} \right)^l \right)
\]

where the three terms represent the three contributions to the error: the first term is from (46), the second and third terms are the error of the micro and macro solvers respectively when applied to the modified equation (45), \(k\) is the weak order of accuracy of the micro solver and \(l\) is the order of accuracy of the macro solver. In comparison, the error for the HMM algorithm is [18]:

\[
E|\bar{x}(t) - \bar{x}(t)| \leq C \left( \sqrt{\varepsilon\Delta t M} \delta\tau + \left( \frac{\delta\tau}{\varepsilon} \right)^k + \Delta t^l \right).
\]

We see that the errors are comparable for this case.

Due to the stochastic nature of the micro model and the estimated data therefrom, the numerical solution of both algorithms contains fluctuation or statistical error. This error is controlled by the first term in (47) and (48). In HMM, the statistical error can be made smaller by using a larger value of \(M\), which increases the averaging time in the data estimation process and gives more accurate (i.e. less fluctuating) data. From the central limit theorem, the statistical error scales as \(1/\sqrt{M\delta\tau}\) as shown in (48). In the seamless algorithm, we see from (47) that the parameter \(M\) plays the same role as in HMM and its value has the same effect on the accuracy of the numerical solution, though the data is not averaged explicitly over time. This is another nice feature of the seamless algorithm. It is generic and is not limited to the specific SDE considered here. This will be demonstrated later in the numerical example in section 4.3, where the micro model is molecular dynamics.

4 Application to Polymer Fluids

4.1 Basic ideas

In this section, we apply the seamless algorithm just described to model the macroscopic fluid dynamics of chain molecules, under the assumption that the stress only depends on the rate of strain. The macroscopic model is that of
hydrodynamics:

\[
\begin{aligned}
\rho \left( \partial_t u + \nabla \cdot (u \otimes u) \right) - \nabla \cdot \tau_s &= 0, \quad x \in \Omega \\
\nabla \cdot u &= 0
\end{aligned}
\]  

(49)

where \( \rho \), \( u \) and \( \tau_s \) are the fluid density, velocity and stress tensor respectively (we use the subscript \( s \) in \( \tau_s \) to distinguish between the stress tensor \( \tau_s \) and the time \( \tau \) of the micro variables). These equations are simply the statement of mass and momentum conservation. The data that needs to be supplied from the micro model is the stress: \( D = \tau_s \).

The microscopic model we will use is a molecular dynamics model for chain molecules. Assume that we have \( N \) molecules, each molecule consists of \( k \) beads connected by springs. Each bead moves according to the Newton’s equation:

\[
m \frac{d^2 \mathbf{x}_j}{d\tau^2} = -\frac{\partial V}{\partial \mathbf{x}_j}
\]

(50)

where \( j = 1, \ldots, kN \) accounts for all the beads. The interaction potential consists of two parts:

1. All beads interact via the Lennard-Jones (LJ) potential:

\[
V^{LJ}(r) = 4\epsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right)
\]

(51)

where \( r \) is the distance between the beads, \( \epsilon \) and \( \sigma \) are some energy and length parameters, respectively.

2. There is an additional interaction between neighboring beads in each molecule via a spring force, modeled by the FENE (finitely extensible nonlinear elastic) potential:

\[
V^{FENE}(r) = \begin{cases} 
\frac{1}{2} kr_0^2 \ln \left( 1 - \left( \frac{r}{r_0} \right)^2 \right) & \text{if } r < r_0, \\
\infty & \text{if } r \geq r_0.
\end{cases}
\]

(52)

We use the following parameter values: The spring constant \( k = 30 \) and the maximum extensibility \( r_0 = 1.5\sigma \).

From the molecular dynamics equation (50), one can derive a set of equations in the form of conservation laws. For that purpose, we define mass and momentum densities as follows:

\[
\bar{\rho}(\mathbf{x}, \tau) = \sum_j m \delta(\mathbf{x} - \mathbf{x}_j(\tau)),
\]

(53)

\[
\bar{\mathbf{m}}(\mathbf{x}, \tau) = \sum_j m \mathbf{v}_j(\tau) \delta(\mathbf{x} - \mathbf{x}_j(\tau)),
\]

(54)
Here \( v_j(\tau) = d\mathbf{x}_j/d\tau \) and \( \delta(\cdot) \) is the Dirac delta function. One can prove as a consequence of the Newton’s equation (50) that these fields satisfy the following:

\[
\begin{align*}
\partial_\tau \rho + \nabla \cdot \mathbf{m} &= 0, \\
\partial_\tau \mathbf{m} + \nabla \cdot \mathbf{\tilde{\sigma}} &= 0,
\end{align*}
\]

where we defined the analog of the stress tensor:

\[
\mathbf{\tilde{\sigma}}(\mathbf{x}, \tau) = \sum_i m \mathbf{v}_i(\tau) \otimes \mathbf{v}_i(\tau) \delta(\mathbf{x} - \mathbf{x}_i(\tau))
\]

\[
+ \frac{1}{2} \sum_i \sum_{j \neq i} (\mathbf{x}_i(\tau) - \mathbf{x}_j(\tau)) \otimes \mathbf{f}_{ij}(\tau) \int_0^1 \delta(\mathbf{x} - (1 - \lambda)\mathbf{x}_j(\tau) - \lambda\mathbf{x}_i(\tau)) d\lambda.
\]

(57)

Here \( \mathbf{f}_{ij}(\tau) \) is the force between the \( i \)-th and the \( j \)-th beads. (57) is the well-known Irving-Kirkwood formula [19].

These relations provide the needed link between the atomistic model and the continuum model: Upon (ensemble) averaging, (55), (56) becomes

\[
\begin{align*}
\partial_\tau \langle \rho \rangle + \nabla \cdot \langle \mathbf{m} \rangle &= 0, \\
\partial_\tau \langle \mathbf{m} \rangle + \nabla \cdot \langle \mathbf{\tilde{\sigma}} \rangle &= 0.
\end{align*}
\]

(58) (59)

Here \( \langle \mathbf{\tilde{\sigma}} \rangle \) is the total momentum flux. Stress is obtained if we subtract out the contribution due to momentum transport by the average velocity. Specifically we split the particle velocity into two parts:

\[
\mathbf{v}_i = \mathbf{v}'_i + \mathbf{u}(\mathbf{x}_i, \tau)
\]

(60)

where \( \mathbf{v}'_i \) is the fluctuating part of the velocity and \( \mathbf{u} \) is the mean velocity defined as:

\[
\mathbf{u}(\mathbf{x}, \tau) = \langle \sum_j \mathbf{v}_j(\tau) \delta(\mathbf{x} - \mathbf{x}_j(\tau)) \rangle.
\]

(61)

The average momentum flux \( \langle \mathbf{\tilde{\sigma}} \rangle \) can then be written as:

\[
\langle \mathbf{\tilde{\sigma}} \rangle = \langle \rho \rangle \mathbf{u} \otimes \mathbf{u} - \langle \mathbf{\tilde{\tau}}_s \rangle
\]

(62)

where \( \rho \) is given in (53) and \( \mathbf{\tilde{\tau}}_s \) is given by

\[
\mathbf{\tilde{\tau}}_s = - \sum_i m \mathbf{v}'_i(\tau) \otimes \mathbf{v}'_i(\tau) \delta(\mathbf{x} - \mathbf{x}_i(\tau))
\]

\[
- \frac{1}{2} \sum_i \sum_{j \neq i} (\mathbf{x}_i(\tau) - \mathbf{x}_j(\tau)) \otimes \mathbf{f}_{ij}(\tau) \int_0^1 \delta(\mathbf{x} - (1 - \lambda)\mathbf{x}_j(\tau) - \lambda\mathbf{x}_i(\tau)) d\lambda.
\]

(63)

The ensemble average of above expression gives the stress tensor in the macro model (49): \( \tau_s = \langle \mathbf{\tilde{\tau}}_s \rangle \).
To use this in HMM and the seamless algorithm, we have to set up the molecular dynamics in such a way that the average velocity field coincides with the macroscopic velocity field. We have assumed that the stress is only a function of the rate of strain. Therefore, associated with each macro grid point where the stress is needed, we make the approximation that the macroscopic velocity field is a linear function:

$$\mathbf{u} = \mathbf{u}_0 + A\mathbf{x}$$  \hspace{1cm} (64)

where $A$ is the rate of strain tensor at the given macroscopic grid point. It is easy to see that without loss of generality, we can set $\mathbf{u}_0 = 0$. We will set up a molecular dynamics system which is constrained in such a way that its average strain rate coincides with $A$. Following Refs. [20] and [14], this constraint is imposed by using a periodic boundary conditions for particle positions with respect to an evolving computational box. The vertices of the MD box move according to the dynamics:

$$\frac{d\mathbf{X}}{d\tau} = A\mathbf{X}(\tau).$$  \hspace{1cm} (65)

When a particle goes outside the simulation box, it is inserted back from the opposite side of the box and at the same time, its velocity is modified according to the imposed velocity gradient: $\mathbf{v}_i = \mathbf{v}_i + A(\bar{x}_i - \mathbf{x}_i)$.

From the results of the molecular dynamics, we then compute the local stress using (63). Since the MD is constrained so that the average velocity field is $\mathbf{u} = Ax$, the fluctuating velocity of the particles in (63) is simply given by $\mathbf{v}_i' = \mathbf{v}_i - Ax_i$.

In practice, in the seamless algorithm, we replace the ensemble average in (62) by spatial average (or spatial-temporal average, as is done in HMM):

$$\tau_s(n\Delta't') = \frac{1}{V} \int_\omega \tilde{\tau}_s(\mathbf{x}, n\delta\tau) d\mathbf{x}.$$  \hspace{1cm} (66)

Here $\omega$ is the (time-dependent) MD simulation box, $V$ is the volume of $\omega$.

There is a basic difference between HMM and the new seamless algorithm on how the stress is obtained from MD. In HMM, at each macro time step, a constrained MD is performed and the stress is then computed following the dynamics. During the MD, the matrix $A$ in (65) is fixed at the value given by the macro state at that macro time step. Usually, the above formula is also averaged over time to give better results (with less statistical fluctuations). In the seamless algorithm, however, (65) as well as the MD equations are solved simultaneously with the macro model, and the data are exchanged every time step. Thus the matrix $A$ changes at every step. But this change is very slow, due to the fact that we use a macro time step $\Delta't$ which is smaller by a factor of $M$ than the time step $\Delta t$ used in HMM (see (6) and (10) and also the algorithms below).
4.2 Algorithms

In principle, we should work with a set of compressible flow type of equations at the macro level, and an NVE ensemble at the micro level, as was described above. In practice, we will make two approximations: First we assume the flow is incompressible at the macro scale, secondly we will work with the NVT ensemble in molecular dynamics, i.e. we will impose constant temperature in MD [21]. We will also limit ourselves to the situation when the macroscale flow is a two dimensional flow. The molecular dynamics, however, is done in three dimensions, and simple periodic boundary condition is used in the third direction. The constant temperature constraint is imposed by modifying the Newton’s equation for the component normal to the plane of the macroscale flow:

\[
m \frac{d^2 y_j}{dt^2} = - \frac{\partial V}{\partial y_j} - \Gamma \dot{y}_j + \eta_j
\]  

(67)

where \(V = V^{\text{LJ}} + V^{\text{FENE}}\), \(\Gamma\) is a friction coefficient which is set to be 1 (in molecular units, i.e. \(\sqrt{me/\sigma}\)) in the following numerical examples, and \(\eta_j\) is a random force with zero mean and variance \(2m\Gamma k_B T\).

In HMM or the seamless method, we start with a macro solver for the macro model (49). Since the macroscale model is in the form of the equations for incompressible flows, it is natural to use the projection method as the macro solver [22]. The projection method is a fractional step method. Let us denote the time step by \(\Delta t\) (it would be \(\Delta t'\) in the seamless method), and the numerical solution at the time \(t_n = n\Delta t\) by \(\tilde{u}^n\). In the projection method, we discretize the time derivative in the momentum equation using the forward Euler scheme:

\[
\rho \frac{\tilde{u}^{n+1} - u^n}{\Delta t} + \nabla \cdot (\rho u^n \otimes u^n - \tau_s^n) = 0.
\]  

(68)

For the moment, the pressure as well as the incompressibility condition are neglected. Next, the velocity field \(u^{n+1}\) at the new time step \(t_{n+1} = (n+1)\Delta t\) is obtained by projecting \(\tilde{u}^{n+1}\) onto the divergence-free subspace:

\[
\rho \frac{u^{n+1} - \tilde{u}^{n+1}}{\Delta t} + \nabla p^{n+1} = 0,
\]  

(69)

where \(p^{n+1}\) is determined by the incompressibility condition:

\[
\nabla \cdot u^{n+1} = 0
\]  

(70)

In terms of the pressure field, this becomes:

\[
\Delta p^{n+1} = \frac{\rho}{\Delta t} \nabla \cdot \tilde{u}^{n+1}
\]  

(71)

with a Neumann type of boundary condition.
The spatial derivatives in the above equations are discretized using standard central differences on a staggered grid as shown in Fig. 2. As mentioned earlier, we will consider problems in which the macroscale flow fields are two-dimensional flows. We denote the two components of the velocity field by \( u \) and \( w \). In the staggered grid, \( u \) is defined at \((x_i, z_j + \frac{1}{2})\), \( w \) is defined at \((x_i + \frac{1}{2}, z_j)\), and \( p \) is defined at the center of each cell \((x_i + \frac{1}{2}, z_j + \frac{1}{2})\). The diagonal terms of the momentum flux (\( \tau_s \) plus the contribution of the convection) are defined at \((x_i + \frac{1}{2}, z_j + \frac{1}{2})\), and the off-diagonal terms are defined at \((x_i, z_j)\). The operators \( \nabla \) and \( \Delta \) in the equations (68), (69) and (71) are discretized by standard central difference and the five-point formula respectively.

For the purpose of comparison, we first briefly describe the algorithm of HMM for this problem. More details can be found in Ref. [20]. In HMM, we first choose an initial value \( u^0 \) for the macro model and set \( n = 0 \). We then follow the following steps:

1. Compute the velocity gradient \( A^n = \nabla u^n \) at each grid point where the stress is needed.
2. Initialize an MD at each grid point.
3. Solve each of the MD systems for \( M \) steps with a micro time step \( \delta \tau \). Each MD is constrained by the local velocity gradient \( A^n \) through the boundary condition.
4. Compute the stress \( \tau_s^n \) from the MD results. This is done after sufficient number of relaxation steps using the formula (63). The stress is averaged over each MD box as in (66) and also over time to reduce the statistical fluctuation.
5. Solve the macro model for one macro step to obtain \( u^{n+1} = u((n+1)\Delta t) \). This is done using the projection method (68), (69), (71) with a macro time step \( \Delta t \) and the stress computed from MD;
6. Set \( n := n + 1 \), and go to step 1.

The seamless algorithm, on the other hand, works as follows. We start with some initial velocity field \( u^0 \) for the macro model. The macro model is discretized on the staggered grid as shown in Fig. 2. At each grid point where the stress is needed, we initialize an MD system in accordance with the local velocity gradient \( A^0 = \nabla u^0 \). Then we set \( n = 0 \) and proceed as follows:

1. Compute the velocity gradient \( A^n = u^n \) at each grid point.
2. Evolve each MD system and the equation for the MD box (65) for one micro time step \( \delta \tau \). For the MD, periodic boundary condition is used with respect to the evolving box.
3. Compute the stress \( \tau_s^n \) from the MD results. Similar to HMM, the stress is averaged over the MD box.
4. Update the macro model by one macro step \( \Delta t \) to obtain \( u^{n+1} = u((n+1)\Delta t) \). This is done using the scheme in (68), (69), and (71) but with \( \Delta t \)
replaced by a (smaller) time step $\Delta't$.

(5) Set $n := n + 1$, and go to step 1.

Compared to HMM, the main difference of the above seamless algorithm is that the micro solver (here the MD) runs continuously without reinitialization at each time step. The MD communicates with the macro solver at each time step - the constraint (i.e. the velocity gradient) imposed on MD changes at each MD step while the instantaneous stress computed at each MD step is used to evolve the macro velocity field. In order for the MD to have sufficient time to relax and adapt to the new environment specified by the constraint, the imposed velocity gradient has to change slowly when viewed in the MD clock. This can be achieved by reducing the time step for the macro model while keeping the MD time step fixed - the smaller the macro time step, the slower the velocity gradient changes when viewed in the MD clock. A small time step for the macro model is also necessary in order to control the statistical error, as discussed earlier in section 3 and demonstrated below in the numerical example. The simplest version of this algorithm for shear flows was introduced in [14].

Note that in the computation the MD box could become very skewed (though this did not happen in our computation for the driven cavity flow shown below). If this happens, the MD box has to be reset. The new box may be chosen based on the idea of reproducible lattice [24–26]. The new MD box is still cubic but will align in certain direction which is determined by the current local velocity gradient. This technique can also be used to choose the initial MD box.

4.3 Example: a driven cavity flow

As an example, we apply the above seamless algorithm to study the driven cavity flow. We consider two types of fluids: The first is composed of simple particles interacting via the Lennard-Jones potential, the second is a polymer fluid which at the micro scale is modeled by the bead-spring model as described earlier in section 4.1. Under normal conditions, the LJ fluid is Newtonian (i.e. the stress and the rate of strain have a linear relation) and the macro flow behavior can be accurately described by the Navier-Stokes (NS) equation. Therefore, we will regard the solution of the NS equation as the exact solution and use it as a benchmark for the multiscale method.

In the following, we will express all quantities in terms of LJ units. For example, the unit of length is $\sigma$; the unit of time is $\sigma\sqrt{m/\epsilon}$; for temperature it is $\epsilon/k_B$ where $k_B$ is the Boltzmann constant, etc.
We consider the LJ fluid first. The fluid is confined in a square box which has a side length $L = 2000$. The flow is driven by the motion of the upper wall, which is sheared in the $x$-direction at the speed $U(t) = \min\{3 \times 10^{-4}t, 3\}$. The computational domain $[0, L]^2$ is covered by a uniform grid with $20 \times 20$ grid points. In the seamless multiscale method, the macro time step is taken as $\Delta t = 0.5$. Each grid point is associated with one MD system which supplies the local stress. The MD is done in 3d at the temperature 1.1 and the density 0.81. Each system contains $1.2 \times 10^4$ particles. Initially these particles are put in a cubic box which has the side length 24.56. The box evolves according to the local velocity gradient. The MD time step is $\delta \tau = 0.005$.

In terms of real SI units, the size of our system is $L = 0.68$ micrometer, the maximal driving velocity is $U_m = 4.7 \times 10^2$ m/s. Obviously these values are so extreme and may not correspond to any realistic system. The only reason we use these values is to have a large signal-to-noise ratio. In realistic systems, the signal (i.e. the needed data) is usually vanishingly small compared to the magnitude of the fluctuation. This imposes a severe difficulty when applying the multiscale method to these systems and will require a long averaging time in HMM and a very small macro time step $\Delta t$ (i.e. a large value of $M$) in the seamless algorithm. More efficient methods to overcome this difficulty, such as advanced variance reduction techniques, will be left for future studies.

The numerical results are shown in Fig. 3. The first column of the figure shows the instantaneous flow lines obtained from the seamless multiscale method at several times. As a comparison, in the second column we show the numerical results of the Navier-Stokes equation at the same times. The parameters in the NS equation are measured from separate MD simulations of the LJ fluid at the same density and temperature. In particular the density is $\rho = 0.81$ and the measured viscosity is $\mu = 2.0$. From the figure we see that the result of the multiscale method agree very well with the solution of the NS equation.

To further assess the performance of the seamless method, we look at the velocity as a function of time at two locations. The two figures in Fig. 4 show the $x$-component of the velocity at the location $(1000, 1600)$ and $(1500, 500)$ respectively. The dashed curves are the solution of the seamless method. As a comparison, we also plot the solution of the NS equation (smooth solid curves). From the figures we see that the major difference of the two results is the fluctuation in the solution of the multiscale method. This is to be expected and is due to the statistical fluctuations in the stress tensor computed from MD. It can be improved in various ways, e.g. by employing ensemble average (i.e. many MD replica associated with each grid point), using larger MD system (consequently the instantaneous stress will be averaged over larger space, see (66)), or by reducing the macro time step (see the next example). Apart from the fluctuations, the multiscale result follows closely the solution of the Navier-Stokes equation.
Next we consider polymer fluids. The MD system at each grid point contains 1000 polymers; each polymer has 12 beads. The density of the beads is 0.81; the MD time step is 0.002. All the other parameters are the same as in the previous example for the LJ fluid. The numerical results are shown in Fig. 5. In this example, we used two different macro time steps: $\Delta t = 0.5$ and $\Delta t = 0.25$. The results are shown in the two columns respectively. These solutions are different from the Lennard-Jones fluid. In particular, the vortex in the LJ fluid travels further downward to the bottom of the box before reaching the steady state. A more qualitative comparison of the flows in a channel can be found in Ref. [14].

Comparing the two columns in Fig. 5 we see that their overall behaviors agree very well. We also see that the solution obtained using the smaller macro time step (the right column) has less fluctuations. This agrees with the discussion at the end of section 3, namely, implicit averaging happens in the seamless algorithm and the stress tensor is implicitly averaged over time. Given a macro time $T$, the MD simulation in the seamless algorithm is carried out for a total period of $T\delta\tau / \Delta t$; therefore reducing the macro time step $\Delta t$ while keeping the micro time step $\delta\tau$ fixed yields a longer MD simulation. This certainly increases the computational cost, but we gain accuracy - the numerical result has less statistical error. This is similar to HMM in which the statistical error can be reduced by increasing the value of the parameter $M$, the number of MD steps in one macro time step. This example shows that in the seamless algorithm, the same effect can also be achieved by reducing the macro time step. The difference is that in HMM one has to explicitly average the stress over time; but in the seamless method, this is unnecessary and the stress is averaged over time implicitly.

5 Type A Problems

So far we have only discussed the so-called type B problems [4], for which the microscopic models are used to supply the constitutive relations, bypassing ad hoc modeling assumptions. We can also use the same kind of ideas for type A problems, for which the microscopic models are used to help resolving local singularities, defects, or other kinds of small regions of interest. In this case, we have some macroscopic models which are accurate enough over most of the computational domain, except around these local singularities or defects. For these kinds of problems, there are also several general strategies.

1. Domain decomposition methods: The microscopic models are used on part of the computational domain, and the macroscopic models are used on the rest of the computational domain. These domains may or may not overlap. This is the most popular strategy, and it is hard to say when it
got started.

(2) Algorithm refinement methods [23]: These are extensions of the mesh refinement methods, but with the additional option that more refined microscopic models can be used when needed. In particular, in this case, the whole computational domain is first covered by the macro-solver which is then refined locally.

(3) The heterogeneous multiscale methods [3,4]: The principle is the same as before, but now applied to a local region. In this case, the computational domain for the microscopic model has to be identified with the physical domain (or subdomain) and it supplies the data needed in the macro-solver. If the time scale for the dynamics of the local region and the relaxation time scale for the microscopic model are comparable, then there is little difference with the adaptive model refinement approach. But if these time scales are separated, then within the HMM framework, one can naturally take advantage of the time scale separation, as was done for type B problems.

The seamless strategy discussed here provides yet another alternative. Like HMM it allows us to take advantage of the possible time scale separation.

Denote the whole physical domain of interest as $\Omega$ and on a subdomain $\Omega_0$, we would like to use a more refined microscopic model. Assume that $\tau_\varepsilon/t_M \ll 1$ where $\tau_\varepsilon$ and $t_M$ are respectively the relaxation time of the microscopic model and the time scale for interesting dynamics in the local region. We then simply apply the strategy discussed in section 2 on $\Omega_0$. The computational savings come from the time scale separation: The microscopic solver runs on a fictitious time scale, even though it has a small time step, it has no obligation to cover the same amount of physical time as the macro-solver. If there is no time scale separation, we can set $M = 1$ and identify the fictitious time for the micro-solver with the physical time.

6 Conclusions

We have presented a new framework for designing multiscale methods. Compared with existing general strategies such as Brandt’s systematic upscaling, HMM and the “equation-free” approach, this new framework has the distinct advantage that it does not require reinitializing the microscale solver at every macro time step. At the same time, the accuracy and efficiency are generally comparable to that of HMM. We note, however, that a general drawback of all the on-the-fly multiscale methods is that it may be difficult to control statistical errors, to a point that systems of realistic sizes may be difficult to study. Solving this issue will require the development of better estimators using e.g. variance reduction techniques. We will be the topic of future works.
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Table 1  
Terminologies used in multi-grid, HMM, and the equation free approach.

<table>
<thead>
<tr>
<th></th>
<th>macro to micro</th>
<th>micro to macro</th>
</tr>
</thead>
<tbody>
<tr>
<td>systematic up-scaling</td>
<td>interpolation</td>
<td>restriction (projection)</td>
</tr>
<tr>
<td>HMM</td>
<td>reconstruction</td>
<td>compression</td>
</tr>
<tr>
<td>equation-free</td>
<td>lifting</td>
<td>restriction</td>
</tr>
</tbody>
</table>
Fig. 1. Illustration of HMM (upper panel) and the seamless algorithm (lower panel).
Fig. 2. A staggered grid for the discretization of the spatial derivatives in the macro model. Let $\mathbf{u} = (u, w)$, then $u$ is defined at $(x_i, z_j + \frac{1}{2})$, $w$ is defined at $(x_{i+\frac{1}{2}}, z_j)$, and $p$ is defined at the $(x_{i+\frac{1}{2}}, z_{j+\frac{1}{2}})$. The diagonals of the momentum flux are computed at the cell centers indicated by circles, and the off-diagonals are computed at the grid points indicated by squares.
Fig. 3. Flow lines of a Lennard-Jones fluid in the driven cavity flow at different times: $t = 7.5 \times 10^3, 1.0 \times 10^4, 1.25 \times 10^4, 2.25 \times 10^4$ from top to bottom. The left column is the result of the seamless multiscale method, and the right column is the numerical solution of the Navier-Stokes equation.
Fig. 4. The $x$-component of the velocity at the location (1000, 1600) (upper panel) and (1500, 500) (lower panel) as a function of time. The smooth solid curves are the solution of the NS equation; the dashed curves are the solution of the seamless multiscale method.
Fig. 5. Flow lines of a polymer fluid in the driven cavity flow at different times: $t = 7.5 \times 10^3$, $1.0 \times 10^4$, $1.25 \times 10^4$, $2.0 \times 10^4$ from top to bottom. The left column is the result of the seamless multiscale method with the macro time step $\Delta' t = 0.5$; the right column is the result of the multiscale method with a smaller macro time step $\Delta' t = 0.25$;