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Abstract

It is known that the Karush-Kuhn-Tucker (KKT) conditions of semidefinite programming can be reformulated as a nonsmooth system via the metric projector over the cone of symmetric and positive semidefinite matrices. We show in this paper that the primal and dual constraint nondegeneracies, the strong regularity, the nonsingularity of the B-subdifferential of this nonsmooth system, and the nonsingularity of the corresponding Clarke’s generalized Jacobian, at a KKT point are all equivalent. Moreover, we prove the equivalence between each of these conditions and the nonsingularity of Clarke’s generalized Jacobian of the smoothed counterpart of this nonsmooth system used in several globally convergent smoothing Newton methods. In particular, we establish the quadratic convergence of these methods under the primal and dual constraint nondegeneracies, but without the strict complementarity.
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1 Introduction

The standard semidefinite programming (SDP) problem takes the following form

$$\begin{align*}
\min & \quad \langle C, X \rangle \\
\text{s.t.} & \quad AX = b, \\
& \quad X \in S^n_+,
\end{align*}$$

(1)

where $C \in S^n$, the linear space of all $n \times n$ real symmetric matrices, $\langle \cdot, \cdot \rangle$ is the usual Frobenius inner product in $S^n$, $A$ is a linear operator from $S^n$ to $\mathbb{R}^m$, $b \in \mathbb{R}^m$, and $S^n_+$ is the cone of all $n \times n$ positive semidefinite matrices in $S^n$. Let $A^* : \mathbb{R}^m \to S^n$ be the adjoint of $A$. The dual form of the SDP problem (1) is

$$\begin{align*}
\max & \quad b^T y \\
\text{s.t.} & \quad A^* y + S = C, \\
& \quad S \in S^n_+.
\end{align*}$$

(2)

∗This research was partially supported by the Academic Research Fund under Grant No. R146-000-061-112 of the National University of Singapore.
The Karush-Kuhn-Tucker (KKT) conditions, i.e., the first order optimality conditions, for the SDP problem (1) and its dual (2), are

\[
\begin{align*}
\mathcal{A}'y + S &= C, \\
\mathcal{A}X &= b, \\
\mathcal{S}_+^n \ni X &\perp S \in \mathbb{S}_+^n,
\end{align*}
\]

where “\(X \perp S\)” means that \(X\) and \(S\) are perpendicular to each other, i.e., \(\langle X, S \rangle = 0\). Any point \((\bar{X}, \bar{y}, \bar{S}) \in \mathbb{S}_+^n \times \mathbb{R}_+^m \times \mathbb{S}_+^n\) satisfying (3) is called a KKT point.

Due to its mathematical elegance and wide applications, the research on SDP has been extremely active after the discovery of polynomial time interior point algorithms [1, 26] for solving this problem. For an excellent survey on this, see [46]. Our research in this paper is motivated by [41] on various characterizations of strong regularity, one of the most important concepts in sensitivity and perturbation analysis, introduced by Robinson in his seminal paper [31], for a local optimal solution of the general nonlinear SDP problem. The basic question we want to ask here is:

**What does the strong regularity mean for the SDP problem (1) and its dual (2)?**

Certainly, all conditions equivalent to the strong regularity presented in [41] for the general nonlinear SDP problem apply to the SDP problem (1) too. However, due to the special structure of the SDP problem (1) and its dual, one may be able to obtain more insightful characterizations about the strong regularity. This is exactly the primary objective of this paper.

For the purpose of achieving this objective, we study the B-subdifferential and Clarke’s generalized Jacobian of the nonsmooth system reformulated from (3). We show that the primal and dual constraint nondegeneracies, the strong regularity, the nonsingularity of the B-subdifferential of this nonsmooth system, and the nonsingularity of the corresponding Clarke’s generalized Jacobian, at a KKT point \((\bar{X}, \bar{y}, \bar{S}) \in \mathbb{S}_+^n \times \mathbb{R}_+^m \times \mathbb{S}_+^n\) are all equivalent. The equivalence of the nonsingularity of the B-subdifferential and the nonsingularity of Clarke’s generalized Jacobian comes as a surprise, at least to the authors, as we know that the nonsingularity of the B-subdifferential is only a necessary condition for the strong regularity while the nonsingularity of Clarke’s generalized Jacobian is a sufficient condition for the strong regularity (for more discussions, see [15, 27]). It is true, by [41, Theorem 4.1], that the nonsingularity of Clarke’s generalized Jacobian is also necessary for the strong regularity in the context of SDP problems. However, it is never known if the nonsingularity of the B-subdifferential is sufficient too. Here, the unique structure exhibited in SDP problems (1) and (2) plays a key role for us to prove these conditions equivalent. Consequently, the quadratic convergence of some local nonsmooth Newton type methods studied in [18, 14] follows from any one of these equivalent conditions. In fact, by combining the two papers [18, 14], we know that the primal and dual constraint nondegeneracies are sufficient for the nonsingularity of the B-subdifferential. On the other hand, our equivalent results imply that they are also necessary for the nonsingularity of the B-subdifferential.

The second objective, largely motivated by the first one, of this paper is to study under what conditions the globally convergent smoothing Newton methods studied in [9, 10, 19, 45] for solving SDP problems (1) and (2) possess local quadratic convergence, without assuming the strict complementary condition. We achieve this objective by showing that
the nonsingularity of the B-subdifferential of one smoothed system used in [9, 10, 19, 45] and the nonsingularity of Clarke’s generalized Jacobian of this smoothed system are both equivalent to any of the above stated equivalent conditions, in particular, the primal and dual constraint nondegeneracies.

The organization of this paper is as follows. In Section 2, we study some useful properties of the B-subdifferential and Clarke’s generalized Jacobian for Lipschitz functions, in particular for the metric projector over \( S^n_+ \) and its smoothed counterpart. The promised equivalent conditions are given in Section 3. In Section 4, we prove the quadratic convergence of some smoothing Newton methods under the primal and dual constraint nondegenerate conditions, but without the strict complementarity condition. We give our conclusions in Section 5.

2 Generalized Jacobians

Assume that \( X, Y, \) and \( Z \) are three finite dimensional real vector spaces each equipped with a scalar product \( \langle \cdot, \cdot \rangle \) and its induced norm \( \| \cdot \| \). \( O \) is an open set in \( Y \), and \( \Xi : O \subseteq Y \to Z \) is a locally Lipschitz continuous function on the open set \( O \). By the well known Rademacher’s theorem [36, Section 9.J], we know that \( \Xi \) is almost everywhere F(réchét)-differentiable in \( O \). Denote by \( D\Xi \) the set of all points in \( O \) where \( \Xi \) is F-differentiable. Then Clarke’s generalized Jacobian of \( \Xi \) at \( y \in O \) is defined as follows [12]:

\[
\partial(\Xi(y)) := \text{conv}\{ \partial B\Xi(y) \},
\]

where “conv” denotes the convex hull and the B-subdifferential \( \partial B\Xi(y) \), a name coined by Qi in [28], of \( \Xi \) at \( y \in O \) is defined as follows [12]:

\[
\partial B\Xi(y) := \{ V : V = \lim_{k \to \infty} \Xi'(y^k) , y^k \to y , y^k \in D\Xi \}.
\]

The next lemma, which is originally proven in [41, Lemma 2.1] under the additional assumption of directional differentiability, is a useful property about characterizing the B-subdifferential of composite functions. Here we drop the condition of directional differentiability and provide a self-contained proof as it may have applications in other places where the directional differentiability is not readily available.

**Lemma 1** Let \( \Psi : X \to Y \) be a continuously differentiable function on an open neighborhood \( \tilde{N} \) of \( \bar{x} \) and \( \Xi : O \subseteq Y \to Z \) be a locally Lipschitz continuous function on an open set \( O \) containing \( \bar{y} := \Psi(\bar{x}) \). Define \( \Phi : \tilde{N} \to Z \) by defined by \( \Phi(x) := \Xi(\Psi(x)) \), \( x \in \tilde{N} \). Suppose that \( \Psi'(\bar{x}) : X \to Y \) is onto. Then there exists an open neighborhood of \( \bar{x} \) such that \( \Phi \) is F-differentiable at \( x \) in this neighborhood if and only if \( \Xi \) is F-differentiable at \( \Psi(x) \) and

\[
\partial B\Phi(\bar{x}) = \partial B\Xi(\bar{y})\Psi'(\bar{x}).
\]

**Proof.** Shrink \( \tilde{N} \), if necessary, assume that \( \Psi(\tilde{N}) \subseteq O \) and for each \( x \in \tilde{N} \), \( \Psi'(x) \) is onto. Then \( \Phi \) is Lipschitz continuous on \( \tilde{N} \).

We shall first show that \( \Phi \) is F-differentiable at \( x \in \tilde{N} \) if and only if \( \Xi \) is F-differentiable at \( \Psi(x) \), which, by the definition of the B-subdifferential, implies

\[
\partial B\Phi(\bar{x}) \subseteq \partial B\Xi(\bar{y})\Psi'(\bar{x}).
\]
By the definition of Φ, we know that if Ξ is F-differentiable at Ψ(x), then Φ is F-differentiable at \( x \in \hat{N} \). Now, assume that Φ is F-differentiable at \( x \in \hat{N} \). Since \( A := \Psi'(x) \) is onto, \( AA^* \) is invertible, where \( A^* : Y \to X \) is the adjoint of \( A \). For any \( \Delta y \in Y \), let
\[
\Delta x := A^*(AA^*)^{-1}\Delta y.
\]

Then, for any \( Y \ni \Delta y \to 0 \), we have
\[
\| \Xi(\Psi(x) + \Delta y) - \Xi(\Psi(x)) - \Phi'(x)(A^*(AA^*)^{-1}\Delta y) \|
= \| \Xi(\Psi(x) + A\Delta y) - \Phi(x) - \Phi'(x)(\Delta x) \|
\leq \| \Phi(x + \Delta x) - \Phi(x) - \Phi'(x)(\Delta x) \| + O(\|\Xi(\Psi(x + \Delta x)) - \Xi(\Psi(x) + A\Delta x)\|)
= o(\|\Delta x\|) + O(\|\Psi(x + \Delta x) - (\Psi(x) + A\Delta x)\|)
= o(\|\Delta x\|) + O(\|\Psi(x + \Delta x) - \Psi(x) - \Phi'(x)(\Delta x)\|)
= o(\|\Delta x\|) = o(\|\Delta y\|),
\]
which implies that \( \Xi \) is F-differentiable at \( \Psi(x) \). This proves the first part of our conclusion.

Next, we show that the following inclusion holds:
\[
\partial_B \Phi(\bar{x}) \supseteq \partial_B \Xi(\bar{y})\Phi'(\bar{x}).
\]

This part’s proof follows exactly the proof of the second part of Lemma 2.1 in [41]. Let \( W \in \partial_B \Xi(\bar{y}) \) be an arbitrary element. Then there exists a sequence \( \{y^k\} \) in \( \mathcal{O} \) converging to \( \bar{y} \) such that \( \Xi \) is F-differentiable at \( y^k \) and \( W = \lim_{k \to \infty} \Xi'(y^k) \). Let \( \overline{A} := \Psi'(\bar{x}) \). By applying the classical Inverse Function Theorem to
\[
\Psi(\bar{x} + \overline{A}'(y - \bar{y})) - \Psi(\bar{x}) = 0,
\]
we obtain that there exists a sequence \( \{\bar{y}^k\} \) in \( \mathcal{O} \) converging to \( \bar{y} \) such that
\[
\Psi(\bar{x} + \overline{A}'(\bar{y}^k - \bar{y})) - \Psi(\bar{x}) = y^k - \Psi(\bar{x})
\]
for all \( k \) sufficiently large. Let \( \bar{x}^k := \bar{x} + \overline{A}'(\bar{y}^k - \bar{y}) \). Then \( y^k = \Psi(\bar{x}^k) \) and \( \Phi \) is F-differentiable at \( \bar{x}^k \) with
\[
\Phi'(\bar{x}^k) = \Xi'(y^k)\Psi'(\bar{x}).
\]
By using the fact that \( \bar{y}^k \to \bar{y} \) implies \( \bar{x}^k \to \bar{x} \), we know that there exists a \( V \in \partial_B \Phi(\bar{x}) \) such that
\[
W\Psi'(\bar{x}) = \lim_{k \to \infty} \Xi'(y^k)\lim_{k \to \infty} \Psi'(\bar{x}^k) = \lim_{k \to \infty} \Phi'(\bar{x}^k) = V \in \partial_B \Phi(\bar{x}).
\]
The proof is completed. \( \square \)

For any nonempty closed convex set \( K \subseteq Z \), let \( \Pi_K : Z \to Z \) denote the metric projector over \( K \). That is, for any \( y \in Z \), \( \Pi_K(y) \) is the unique optimal solution to the convex programming problem:
\[
\min \quad \frac{1}{2}\langle z - y, z - y \rangle
\]
\[\text{s.t.} \quad z \in K. \quad (5)
\]
Since the metric projector $\Pi_K(\cdot)$ is globally Lipschitz continuous with modulus 1 [48], $\Pi_K(\cdot)$ is $\mathcal{F}$-differentiable almost everywhere in $\mathcal{Z}$. Thus, for any $y \in \mathcal{Z}$, $\partial \Pi_K(y)$ is well defined. In particular, it is shown in [24, Proposition 1] that for any $y \in \mathcal{Z}$, $V \in \partial \Pi_K(y)$ is self-adjoint and satisfies

$$V \succeq V^2, \text{ i.e., } \langle d, Vd \rangle \geq \langle d, V^2d \rangle \quad \forall d \in \mathcal{Z}. \quad (6)$$

In our subsequent analysis, we need a finer characterization about the B-subdifferential and Clarke's generalized Jacobian of $\Pi_{S^n_+}(\cdot)$ and its smoothed counterpart. We write $A \succeq 0$ and $A \succ 0$ to mean that $A$ is a symmetric positive semidefinite matrix and a symmetric positive definite matrix, respectively. For any $A \in \mathcal{S}^n$, let $A_+ := \Pi_{S^n}(A)$ be the metric projection of $A$ onto $S^n_+$ under the usual Frobenius inner product in $\mathcal{S}^n$. Assume that $A$ has the following spectral decomposition

$$A = PA\Lambda P^T, \quad (7)$$

where $\Lambda$ is the diagonal matrix of eigenvalues $\lambda_1 \geq \cdots \geq \lambda_n$ of $A$ and $P$ is a corresponding orthogonal matrix of orthonormal eigenvectors. Then

$$A_+ = PA_+ P^T,$$

where $\Lambda_+$ is the diagonal matrix whose diagonal entries are the nonnegative parts of the respective diagonal entries of $\Lambda$. The formula for $A_+$ has been used by statisticians for several decades, e.g., [37, Theorem 1]. Higham [16] and Tseng [47] brought it to the attention of the optimization community.

Define three index sets of positive, zero, and negative eigenvalues of $A$, respectively, as

$$\alpha := \{i : \lambda_i > 0\}, \quad \beta := \{i : \lambda_i = 0\}, \quad \gamma := \{i : \lambda_i < 0\}.$$

Write

$$\Lambda = \begin{bmatrix} \Lambda_\alpha & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \Lambda_\gamma \end{bmatrix} \quad \text{and} \quad P = \begin{bmatrix} P_\alpha & P_\beta & P_\gamma \end{bmatrix}$$

with $P_\alpha \in \mathbb{R}^{n \times |\alpha|}$, $P_\beta \in \mathbb{R}^{n \times |\beta|}$, and $P_\gamma \in \mathbb{R}^{n \times |\gamma|}$. For this eigenvalue vector $\lambda \in \mathbb{R}^n$, define the corresponding symmetric matrix $U \in \mathcal{S}^n$ with entries

$$U_{ij} := \max\{\lambda_i, 0\} + \max\{\lambda_j, 0\} \frac{|\lambda_i| + |\lambda_j|}{|\lambda_i| + |\lambda_j|}, \quad i, j = 1, \ldots, n, \quad (8)$$

where $0/0$ is defined to be 1.

We know from Bonnans, Cominetti, and Shapiro [5, 6] that $\Pi_{S^n}$ is directionally differentiable everywhere in $\mathcal{S}^n$, and from Sun and Sun [42], $\Pi_{S^n_+}$ is strongly semismooth everywhere in $\mathcal{S}^n$ and the directional derivative $\Pi_{S^n_+}'(A; H)$ of $\Pi_{S^n_+}$ at $A$ with direction $H \in \mathcal{S}^n$ is given by

$$\Pi_{S^n_+}'(A; H) = P \begin{bmatrix} \tilde{H}_{\alpha\alpha} & \tilde{H}_{\alpha\beta} & U_{\alpha\gamma} \circ \tilde{H}_{\alpha\gamma} \\ \tilde{H}^T_{\alpha\beta} & \Pi_{S^n_+}'(\tilde{H}_{\beta\beta}) & 0 \\ \tilde{H}^T_{\alpha\gamma} \circ U^T_{\alpha\gamma} & 0 & 0 \end{bmatrix} P^T, \quad (9)$$
where \( \tilde{H} := P^T H P \) and “\( \circ \)” denotes the Hadamard product. For a general discussion on (strongly) semismooth functions, see [25, 28, 30]. The tangent cone of \( S^+_n \) at \( A_+ \), in the sense of convex analysis [35], can be characterized as

\[
T_{S^+_n}(A_+) = \{ B \in S^n : B = \Pi_{S^+_n}(A_+; B) \} = \{ B \in S^n : [P_\beta P_\gamma]^T B [P_\beta P_\gamma] \succeq 0 \}. \tag{10}
\]

Note, however, that the characterization of \( T_{S^+_n}(A_+) \) was first obtained by Arnold [3] without using the directional derivative \( \Pi_{S^+_n}(A_+; H) \). The linearity of \( T_{S^+_n}(A_+) \), i.e., the largest linear space in \( T_{S^+_n}(A_+) \), denoted by \( \text{lin}(T_{S^+_n}(A_+)) \), then takes the following form:

\[
\text{lin}(T_{S^+_n}(A_+)) = \{ B \in S^n : P_\beta^T B P_\beta = 0, \ P_\gamma^T B P_\gamma = 0 \}. \tag{11}
\]

The critical cone of \( S^+_n \) at \( A \in S^n \), associated with the convex optimization problem (5) with \( K = S^+_n \), is defined as

\[
C(A; S^+_n) : = T_{S^+_n}(A_+) \cap (A_+ - A)^\perp = \{ B \in S^n : P_\beta^T B P_\beta \succeq 0, \ P_\gamma^T B P_\gamma = 0 \}, \tag{12}
\]

where \( (A_+ - A)^\perp \) is defined, i.e., the case that \( A \) is nonsingular, \( \Pi_{S^+_n}(\cdot) \) is F-differentiable at \( A \) and (9) reduces to the famous result of Löwner [21]:

\[
\Pi_{S^+_n}(A) H = P \begin{bmatrix} \tilde{H}_{\alpha\alpha} & U_{\alpha\gamma} \circ \tilde{H}_{\alpha\gamma} \\ \tilde{H}_{\alpha\gamma}^T \circ U_{\alpha\gamma}^T & 0 \end{bmatrix} P^T \quad \forall H \in S^n. \tag{14}
\]

From (14), one may compute the B-subdifferential and Clarke’s generalized Jacobian of \( \Pi_{S^+_n}(\cdot) \) by their definitions. This has been done by a number of authors [9, 19, 22, 23, 27]. One difficulty in obtaining good formulas for \( \partial_B \Pi_{S^+_n}(A) \) and \( \partial \Pi_{S^+_n}(A) \) is that they both depend on the orthogonal matrices \( P \) in the spectral decomposition of \( A \). This difficulty can be overcome by employing the following link developed by Pang et al. [27] on \( \partial_B \Pi_{S^+_n}(A) \) and the B-subdifferential of \( \Theta(\cdot) := \Pi_{S^+_n}(A; \cdot) \) at the origin

\[
\partial_B \Pi_{S^+_n}(A) = \partial_B \Theta(0). \tag{15}
\]

This link leads to the following useful result on \( \partial_B \Pi_{S^+_n}(A) \) and \( \partial \Pi_{S^+_n}(A) \). See Sun [41, Proposition 2.2] for a short proof.

\[\text{Note that in numerical computations it is generally impossible to compute exactly the spectral decomposition of } A \text{ as in (7). Instead, the right hand side of (7) is the true spectral decomposition of a nearby matrix of } A \text{ [8]. Consequently, the numerically computed subdifferentials are actually for this nearby matrix. In this paper, we will not address this numerical issue further.}\]
Proposition 2 Suppose that \( A \in S^n \) has the spectral decomposition as in (7). Then a \( V \in \partial_B \Pi_{S^n_+}(A) \) (respectively, \( \partial \Pi_{S^n_+}(A) \)) if and only if there exists a \( V_{|\beta|} \in \partial_B \Pi_{S^n_+}(0) \) (respectively, \( \partial \Pi_{S^n_+}(0) \)) such that

\[
V(H) = P \begin{bmatrix}
\tilde{H}_{\alpha\alpha} & \tilde{H}_{\alpha\beta} & U_{\alpha\gamma} \circ \tilde{H}_{\alpha\gamma} \\
\tilde{H}^T_{\alpha\beta} & V_{|\beta|}(\tilde{H}_{\beta\beta}) & 0 \\
\tilde{H}^T_{\alpha\gamma} & U_{\alpha\gamma}^T & 0
\end{bmatrix} P^T \quad \forall H \in S^n,
\]

where \( \tilde{H} := P^T H P \).

Proposition 2 simply says that in order to compute \( \partial_B \Pi_{S^n_+}(A) \) and \( \partial \Pi_{S^n_+}(A) \), one only needs to fix an arbitrary orthogonal matrix \( P \) satisfying (7) and compute the corresponding “caged” part \( \partial_B \Pi_{S^n_+}(0) \) (hence \( \partial \Pi_{S^n_+}(0) \)), which is much easier to handle. To see this, let \( Q_{|\beta|} \) be the set of all orthogonal matrices of order \( |\beta| \times |\beta| \) and

\[
\mathbb{R}_{|\beta|} := \{ z \in \mathbb{R}^{|\beta|} : z_1 \geq \cdots \geq z_{|\beta|} \text{ and } z_i \neq 0 \text{ for some } i \}.
\]

Let \( p : \mathbb{R} \to \mathbb{R} \) be the “plus” function defined by \( p(t) \equiv \max(0, t), t \in \mathbb{R} \). For any \( z \in \mathbb{R}_{|\beta|} \), let \( p^{|\beta|}(z) \) represent the first divided difference matrix used in matrix analysis for \( p(\cdot) \) at \( z \) [4]

\[
[p^{|\beta|}(z)]_{ij} = \begin{cases} 
p(z_i) - p(z_j) & \text{if } z_i \neq z_j, \quad i, j = 1, \ldots, n, \\
\frac{z_i - z_j}{p'(z_i)} & \text{if } z_i = z_j, \quad i, j = 1, \ldots, n.
\end{cases}
\]

Then, by (9) and (14), one can readily draw the conclusion that \( V_{|\beta|} \in \partial_B \Pi_{S^n_+}(0) \) if and only if there exist \( Q \in Q_{|\beta|} \) and \( \Omega \in U_{|\beta|} \) such that

\[
V_{|\beta|}(Z) = Q [\Omega \circ (Q^T Z Q)] Q^T \quad \forall Z \in S^{|\beta|},
\]

where

\[
U_{|\beta|} := \{ \Omega : \Omega = \lim_{k \to \infty} p^{|\beta|}(z^k), \ z^k \to 0, \ z^k \in \mathbb{R}_{|\beta|} \}.
\]

In [22], Malick and Sendov gave a detailed account on the structure of \( U_{|\beta|} \). In this paper, we do not need the exact structure of \( U_{|\beta|} \) except the following fact that for any \( \Omega \in U_{|\beta|} \),

\[
\Omega_{ij} \in [0, 1], \quad i, j = 1, \ldots, |\beta|.
\]

Note that both the zero mapping \( V_{|\beta|}^0 \equiv 0 \) and the identity mapping \( V_{|\beta|}^I = I \) from \( S^{|\beta|} \) to \( S^{|\beta|} \) are elements in \( \partial_B \Pi_{S^n_+}(0) \). Let \( V^0 \) and \( V^I \) be defined by (16) with \( V_{|\beta|} \) being replaced by \( V_{|\beta|}^0 \) and \( V_{|\beta|}^I \), respectively. Define

\[
ex(\partial_B \Pi_{S^n_+}(A)) := \{ V^0, V^I \}.
\]

Using the fact that both \( V^0 \) and \( V^I \) are elements in \( \partial_B \Pi_{S^n_+}(A) \), we have

\[
ex(\partial_B \Pi_{S^n_+}(A)) \subseteq \partial_B \Pi_{S^n_+}(A).
\]
Since $\Pi_{S^n}(\cdot)$ is not differentiable everywhere, several papers [9, 10, 19, 45] on smoothing Newton methods, for solving the SDP problem and beyond, consider the following smoothed counterpart of $\Pi_{S^n}(\cdot)$:

$$\Phi(\varepsilon, A) := \left[ A + \sqrt{\varepsilon^2 I + A^2} \right]/2, \quad (\varepsilon, A) \in \mathbb{R} \times S^n,$$

where we use $I$ to represent the identity matrix of appropriate dimension. Note that the function $\Phi(\cdot, \cdot)$ is continuously differentiable around any $(\varepsilon, A)$ if $\varepsilon^2 I + A^2$ is nonsingular and when $\varepsilon = 0$, $\Phi(0, A) = \Pi_{S^n}(A)$. Further more, $\Phi(\cdot, \cdot)$ is globally Lipschitz continuous and strongly semismooth at any $(0, A) \in \mathbb{R} \times S^n$ [45]. For some extensions on these properties, see [43].

Let $\phi : \mathbb{R}^2 \rightarrow \mathbb{R}$ be defined by

$$\phi(\varepsilon, t) = \left[ t + \sqrt{\varepsilon^2 + t^2} \right]/2, \quad (\varepsilon, t) \in \mathbb{R} \times \mathbb{R}.$$  

Let $A$ have the spectral decomposition as in (7). Then, by matrix analysis [4, 17], we have

$$\Phi(\varepsilon, A) = \sum_{i=1}^n \phi(\varepsilon, \lambda_i) P_i,$$

For any $(\varepsilon, x) \in \mathbb{R} \times \mathbb{R}^n$ such that $\varepsilon^2 + x_i^2 > 0$ for all $i$, we use $\tilde{U}(\varepsilon, x) \in S^n$ to represent the first divided difference matrix for $\phi(\varepsilon, \cdot)$ at $x$ given by

$$[\tilde{U}(\varepsilon, x)]_{ij} = \begin{cases} \frac{\phi(\varepsilon, x_i) - \phi(\varepsilon, x_j)}{x_i - x_j} & \text{if } x_i \neq x_j, \\ \phi'(\varepsilon, x_i) & \text{if } x_i = x_j \end{cases}, \quad i, j = 1, \ldots, n. \quad (21)$$

Then, according to Lemma 2.3 in [45], we know that for any $\varepsilon \in \mathbb{R}$ such that $\varepsilon^2 + \lambda_i^2 > 0$ for all $i$ (i.e., $\varepsilon^2 I + A^2$ is nonsingular), and any $(\tau, H) \in \mathbb{R} \times S^n$, we have

$$\Phi'(\varepsilon, A)(\tau, H) = P \left[ \tilde{U}(\varepsilon, \lambda) \circ (P^T H P) + \tau D(\varepsilon, \lambda) \right] P^T,$$

and

$$\Phi'(0, A; (\tau, H)) = P \left[ \tilde{H}_{aa} \quad \tilde{H}_{a\beta} \quad U_{a\gamma} \circ \tilde{H}_{a\gamma} \right] P^T,$$

where $\tilde{H} = P^T H P$, $D(\varepsilon, \lambda) \in S^n$ is the diagonal matrix given by

$$D(\varepsilon, \lambda) = \begin{bmatrix} \phi'_\varepsilon(\varepsilon, \lambda_1) \\ \vdots \\ \phi'_\varepsilon(\varepsilon, \lambda_n) \end{bmatrix},$$

$U \in S^n$ is defined by (8), and for any $(t, Z) \in \mathbb{R} \times S^{[\beta]}$,

$$\Phi_{[\beta]}(t, Z) := \left[ Z + \sqrt{t^2 I + Z^2} \right]/2.$$  
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Define $\Psi : \mathbb{R} \times S^n \to \mathbb{R} \times S^n$ by
$$\Psi(\tau, H) := (\tau, P^T HP), \quad (\tau, H) \in \mathbb{R} \times S^n$$
and $\Xi : \mathbb{R} \times S^n \to S^n$ by
$$\Xi(t, M) := P \begin{bmatrix} M_{\alpha\alpha} & M_{\alpha\beta} & U_{\alpha\gamma} \circ M_{\alpha\gamma} \\ M_{\alpha\beta}^T & \Phi(\beta)(t, M_{\beta\beta}) & 0 \\ U_{\alpha\gamma}^T \circ M_{\alpha\gamma} & 0 & 0 \end{bmatrix} P^T, \quad (t, M) \in \mathbb{R} \times S^n. \quad (26)$$

Write $\Gamma(\cdot, \cdot) \equiv \Phi'(((0, A); (\cdot, \cdot)))$. Then, we have
$$\Gamma(\tau, H) = \Xi(\Psi(\tau, H)), \quad (\tau, H) \in \mathbb{R} \times S^n. \quad (27)$$

Since for any $(\tau, H) \in \mathbb{R} \times S^n$, $\Phi'(\tau, H) : \mathbb{R} \times S^n \to \mathbb{R} \times S^n$ is onto, we know from the first part of Lemma 1 that $\Gamma$ is F-differentiable at $(\tau, H) \in \mathbb{R} \times S^n$ if and only if $\Xi$ is F-differentiable at $\Psi(\tau, H)$, which is equivalent to the nonsingularity of $\tau^2 I + (\bar{H}_{\beta\beta})^2$, where $\bar{H} = P^T HP$. Thus, we have

**Lemma 3** For any $(\tau, H) \in \mathbb{R} \times S^n$, let $\bar{H} = P^T HP$. Then $\Gamma(\cdot, \cdot) \equiv \Phi'((0, A); (\cdot, \cdot))$ is F-differentiable at $(\tau, H) \in \mathbb{R} \times S^n$ if and only if $\tau^2 I + (\bar{H}_{\beta\beta})^2$ is nonsingular.

The following lemma establishes the equivalence between $\partial_B \Phi(0, A)$ and $\partial_B \Gamma(0, 0)$, which is analogous to (15) for operators $\Pi S^n_+$ and $\Theta$. Its proof largely follows that given in [27, Lemma 11], but with new difficulties to overcome.

**Lemma 4** Suppose that $A \in S^n$ has the spectral decomposition as in (7). For $\Gamma(\cdot, \cdot) \equiv \Phi'((0, A); (\cdot, \cdot))$, it holds that
$$\partial_B \Phi(0, A) = \partial_B \Gamma(0, 0). \quad (28)$$

**Proof.** Let $V \in \partial_B \Phi(0, A)$. Then, by (22), (23), and the definition of $\partial_B \Phi(0, A)$, there exists a sequence $\{U_k, A_k\}$ in $\mathbb{R} \times S^n$ converging to $(0, A)$ with $\epsilon_k^2 I + (A_k)^2$ being nonsingular such that $V = \lim_{k \to \infty} \Phi'(U_k, A_k)$. Let $A^k := P^k \Lambda^k (P^k)^T$ be the orthogonal decomposition of $A_k$, where $\Lambda^k$ is the diagonal matrix whose diagonal entries are the eigenvalues $\lambda_1^k \geq \cdots \geq \lambda_{n}^k$ of $A_k$ and $P^k$ is a corresponding matrix of orthonormal eigenvectors. Writing each $\Lambda^k$ in the same form as $\Lambda$:

$$\Lambda^k = \begin{bmatrix} \Lambda^k_\alpha & 0 & 0 \\ 0 & \Lambda^k_\beta & 0 \\ 0 & 0 & \Lambda^k_\gamma \end{bmatrix},$$

we have $\Lambda = \lim_{k \to \infty} \Lambda^k$ which implies that $\Lambda^k_\alpha$ and $\Lambda^k_\gamma$ are nonsingular matrices for all $k$ sufficiently large and $\lim_{k \to \infty} \Lambda^k_\beta = 0$. For each $k$, let $U^k := \tilde{U}(\epsilon_k, \Lambda^k)$ be defined by (21) and $D^k := D(\epsilon_k, \Lambda^k)$ be defined by (24), respectively. Then, for an arbitrarily chosen $(\tau, H) \in \mathbb{R} \times S^n$ with $\bar{H}^k = (P^k)^T HP^k$, we obtain from (22) that
$$\Phi'(\epsilon_k, A^k)(\tau, H) = P^k \left[ U^k \circ (P^k)^T HP^k + \tau D^k \right] (P^k)^T. \quad (29)$$
By taking a subsequence if necessary, we may assume that \( \{P_k\} \) is a convergent sequence with limit \( P^\infty \equiv \lim_{k \to \infty} P_k \). This matrix \( P^\infty \) will play the role of the matrix \( P \) in the spectral decomposition (7). Without causing any confusion, we will simply use \( P \), rather than \( P^\infty \), in our subsequent analysis. Since both \( \{U^k\} \) and \( \{D^k\} \) are uniformly bounded, by further taking subsequences if necessary, we may assume that both sequences \( \{U^k\} \) and \( \{D^k\} \) converge. Taking limits on both sides of (29), we obtain

\[
P^T V(\tau, H) P = \begin{bmatrix}
\tilde{H}_{\alpha\alpha} & \tilde{H}_{\alpha\beta} & U_{\alpha\gamma} \circ \tilde{H}_{\alpha\gamma} \\
\tilde{H}_{\beta\alpha}^T & \lim_{k \to \infty} U_{\beta\beta}^k \circ \tilde{H}_{\beta\beta} & 0 \\
\tilde{H}_{\alpha\gamma}^T \circ U_{\alpha\gamma}^T & 0 & 0
\end{bmatrix} + \tau \begin{bmatrix}
0 & 0 & 0 \\
0 & \lim_{k \to \infty} D_{\beta}^k & 0 \\
0 & 0 & 0
\end{bmatrix},
\]

where

\[
D_{\beta}^k = \begin{bmatrix}
\phi'_\varepsilon(\varepsilon_k, \lambda^k_{|\alpha|+1}) \\
\vdots \\
\phi'_\varepsilon(\varepsilon_k, \lambda^k_{|\alpha|+|\beta|})
\end{bmatrix}.
\]

For each \( k \), define

\[
M^k := P \begin{bmatrix}
0 & 0 & 0 \\
0 & \Lambda^k_{\beta} & 0 \\
0 & 0 & 0
\end{bmatrix} P^T.
\]

Let \( \tilde{M}^k := P^T M^k P \). Because \( \varepsilon_k^2 I + (\tilde{M}^k_{\beta\beta})^2 = \varepsilon_k^2 I + (\Lambda^k_{\beta})^2 \) is nonsingular, \( \Gamma \) is \( F \)-differentiable at \((\varepsilon_k, M^k)\) with

\[
\Gamma'(\varepsilon_k, M^k)(\tau, H) = \lim_{t \to 0} \left\{ \frac{\Gamma(\varepsilon_k + t\tau, M^k + tH) - \Gamma(\varepsilon_k, M^k)}{t} \right\}
\]

\[
= P \begin{bmatrix}
\tilde{H}_{\alpha\alpha} & \tilde{H}_{\alpha\beta} & U_{\alpha\gamma} \circ \tilde{H}_{\alpha\gamma} \\
\tilde{H}_{\beta\alpha}^T & \lim_{t \to 0} \Phi_{|\beta|}(\varepsilon_k + t\tau, \Lambda^k_{\beta} + t\tilde{H}_{\beta\beta}) - \Phi_{|\beta|}(\varepsilon_k, \Lambda^k_{\beta}) & 0 \\
\tilde{H}_{\alpha\gamma}^T \circ U_{\alpha\gamma}^T & 0 & 0
\end{bmatrix} P^T,
\]

where we have applied (22) to \( \Phi_{|\beta|} \) defined by (25) at \((\varepsilon_k, \Lambda^k_{\beta})\). Thus,

\[
V(\tau, H) = \lim_{k \to \infty} \Gamma'(\varepsilon_k, M^k)(\tau, H).
\]

Since \((\tau, H) \in \mathbb{R} \times S^n\) is arbitrary, it follows that \( V \in \partial_B \Gamma(0, 0) \).

Conversely, let \( V \in \partial_B \Gamma(0, 0) \). Since, from Lemma 3, \( \Gamma \) is \( F \)-differentiable at \((\varepsilon, M) \in \mathbb{R} \times S^n\) if and only if \( \varepsilon^2 I + (\tilde{M}_{\beta\beta})^2 \) is nonsingular with \( \tilde{M} = P^T M P \), there exists a sequence
\{(\varepsilon_k, M^k)\} \in \mathbb{R} \times S^n\) converging to \((0, 0)\) such that \(\varepsilon_k^2 I + (M_{\beta \gamma})^2\) is nonsingular for each \(k\) and \(V = \lim_{k \to \infty} \Gamma'(\varepsilon_k, M^k)\), where \(\tilde{M} = P^T M^k P\). Let \(\tilde{M}_{\beta \gamma}\) have the following spectral decomposition

\[\tilde{M}_{\beta \gamma} = Q^k \tilde{\Lambda}^k_{\beta \gamma}(Q^k)^T,\]

where \(Q^k \in Q_{|\beta|}\) is an orthogonal matrix in \(S_{|\beta|}\) and \(\tilde{\Lambda}^k_{\beta \gamma}\) is the diagonal matrix whose diagonal entries are the eigenvalues \(\tilde{z}^k_1 \geq \cdots \geq \tilde{z}^k_{|\beta|}\) of \(\tilde{M}_{\beta \gamma}\). Let \(\tilde{\lambda}^k \in \mathbb{R}^n\) be such that if \(i \in \alpha \cup \gamma\), then \(\tilde{\lambda}^k_i = \lambda^i\) and if \(i \in \beta\), \(\tilde{\lambda}^k_i\) is the \((i - |\alpha|)\)-th eigenvalue of \(\tilde{M}_{\beta \gamma}\), i.e., \(\tilde{z}^k_{(i-|\alpha|)}\).

Then, by (23), for any \((\tau, H) \in \mathbb{R} \times S^n\) we have

\[
\Gamma'(\varepsilon_k, M^k)(\tau, H) = \lim_{t \to 0} \left\{ \frac{\Gamma(\varepsilon_k + t\tau, M^k + tH) - \Gamma(\varepsilon_k, M^k)}{t} \right\} = P \begin{pmatrix}
\tilde{H}_{\alpha \alpha} & \tilde{H}_{\alpha \beta} & U_{\alpha \gamma} \\
\tilde{H}_{\alpha \beta}^T & \lim_{t \to 0} \frac{\Phi_{|\beta|}(\varepsilon_k + t\tau, \tilde{M}_{\beta \gamma} + t\tilde{H}_{\beta \gamma}) - \Phi_{|\beta|}(\varepsilon_k, \tilde{M}_{\beta \gamma})}{t} & 0 \\
U_{\alpha \gamma}^T & 0 & 0
\end{pmatrix} P^T
\]

(30)

with \(\tilde{H} = P^T H P\) and

\[
\lim_{t \to 0} \frac{\Phi_{|\beta|}(\varepsilon_k + t\tau, \tilde{M}_{\beta \gamma} + t\tilde{H}_{\beta \gamma}) - \Phi_{|\beta|}(\varepsilon_k, \tilde{M}_{\beta \gamma})}{t} = Q^k \left( \lim_{t \to 0} \frac{\Phi_{|\beta|}(\varepsilon_k + t\tau, \tilde{\Lambda}^k_\beta + t(Q^k)^T \tilde{H}_{\beta \gamma} Q^k) - \Phi_{|\beta|}(\varepsilon_k, \tilde{\Lambda}^k_\beta)}{t} \right) (Q^k)^T = Q^k [\tilde{\Omega}^k \circ ((Q^k)^T \tilde{H}_{\beta \gamma} Q^k) + \tau \tilde{S}^k] (Q^k)^T.
\]

(31)

where we have used (22) for \(\Phi_{|\beta|}\) and the fact that \(\Phi_{|\beta|}\) is \(F\)-differentiable at \((\varepsilon_k, \tilde{\Lambda}^k_\beta)\) because \(\varepsilon_k^2 I + (\tilde{\Lambda}^k_\beta)^2\) is nonsingular,

\[
(\tilde{\Omega}^k)_{ij} = \begin{cases} 
\frac{\phi(\varepsilon_k, \tilde{z}_i^k) - \phi(\varepsilon_k, \tilde{z}_j^k)}{\tilde{z}_i^k - \tilde{z}_j^k} & \text{if } \tilde{z}_i^k \neq \tilde{z}_j^k, \ i, j = 1, \ldots, |\beta|, \\
\phi'(\varepsilon_k, \tilde{z}_i^k) & \text{if } \tilde{z}_i^k = \tilde{z}_j^k 
\end{cases}
\]

and

\[
\tilde{S}^k = \begin{bmatrix}
\phi'(\varepsilon_k, \tilde{z}_1^k) \\
\vdots \\
\phi'(\varepsilon_k, \tilde{z}_{|\beta|}^k)
\end{bmatrix}
\]

Define

\[
A^k = A + P \begin{pmatrix}
0 & 0 & 0 \\
0 & \tilde{M}_{\beta \gamma} & 0 \\
0 & 0 & 0
\end{pmatrix} P^T \quad \text{and} \quad \tilde{A}^k = P^T A^k P = \begin{pmatrix}
\Lambda_\alpha & 0 & 0 \\
0 & \tilde{M}_{\beta \gamma} & 0 \\
0 & 0 & \Lambda_\gamma
\end{pmatrix}.
\]
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Since, for each $k$, $\varepsilon_k^2 I + (\tilde{A}_k^*)^2$ is nonsingular, the matrix $\varepsilon_k^2 I + (A_k)^2 = P[\varepsilon_k^2 I + (\tilde{A}_k^*)^2]P^T$ is also nonsingular. Thus, $\Phi$ is $F$-differentiable at $(\varepsilon_k, A_k)$. Let

$$P^k \equiv [ P^k_\alpha \ P^k_\beta \ P^k_\gamma ] = [ P_\alpha \ P_\beta Q^k \ P_\gamma ]$$

and $\tilde{\Lambda}^k$ be the diagonal matrix whose diagonal entries are components of $\tilde{\lambda}^k$. Then

$$A^k = P^k \tilde{\Lambda}^k (P^k)^T,$$

which, together with (22), implies that for any $(\tau, H) \in \mathbb{R} \times S^n$, we have

$$\Phi'(\varepsilon_k, A^k)(\tau, H) = P^k [ \tilde{U}^k \circ ((P^k)^T H P^k) + \tau D^k ] (P^k)^T,$$

(32)

where $\tilde{U}^k \equiv \tilde{U}(\varepsilon^k, \tilde{\lambda}^k)$ and $D^k \equiv D(\varepsilon^k, \tilde{\lambda}^k)$. Since $\{Q^k\}$, $\{\tilde{U}^k\}$, and $\{D^k\}$ are all uniformly bounded, by taking subsequences if necessary, we may assume that all these three sequences converge. By simple computations, we obtain

$$\lim_{k \to \infty} \tilde{U}^k_{ij} = \begin{cases} 1 & \text{if } i \in \alpha, j \in \alpha \cup \beta \\ U_{ij} & \text{if } i \in \alpha, j \in \gamma \\ \lim_{k \to \infty} (\tilde{\Lambda}^k)_{(i-|\alpha|)(j-|\alpha|)} & \text{if } i \in \beta, j \in \beta \\ 0 & \text{if } i \in \beta \cup \gamma, j \in \gamma \end{cases}, \quad i, j = 1, \ldots, n$$

and

$$\lim_{k \to \infty} D^k = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \lim_{k \to \infty} S^k & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

which, together with (32), (30), and (31), imply that for any $(\tau, H) \in \mathbb{R} \times S^n$,

$$\lim_{k \to \infty} (P^k)^T [ \Gamma'(\varepsilon_k, M^k)(\tau, H) - \Phi'(\varepsilon_k, A^k)(\tau, H) ] P^k = 0.$$

Consequently, we can conclude $V(\tau, H) = \lim_{k \to \infty} \Phi'(\varepsilon_k, A^k)(\tau, H)$ for all $(\tau, H) \in \mathbb{R} \times S^n$, which implies $V \in \partial_B \Phi(0, A)$. Hence, (28) holds. $\square$

Lemma 4 allows us to completely characterize $\partial_B \Phi(0, A)$ (hence, $\partial \Phi(0, A)$).

**Proposition 5** Suppose that $A \in S^n$ has the spectral decomposition as in (7). Then a $V \in \partial_B \Phi(0, A)$ (respectively, $\partial \Phi(0, A)$) if and only if there exists a $V_{|\beta|} \in \partial_B \Phi_{|\beta|}(0, 0)$ (respectively, $\partial \Phi_{|\beta|}(0, 0)$) such that

$$V(\tau, H) = P \begin{bmatrix} \tilde{H}_{\alpha \alpha} & \tilde{H}_{\alpha \beta} & U_{\alpha \gamma} \circ \tilde{H}_{\alpha \gamma} \\ \tilde{H}_{\alpha \beta}^T & V_{|\beta|}(\tau, \tilde{H}_{\beta \beta}) & 0 \\ \tilde{H}_{\alpha \gamma}^T \circ U_{\alpha \gamma}^T & 0 & 0 \end{bmatrix} P^T \quad \forall (\tau, H) \in \mathbb{R} \times S^n,$$

(33)

where $\tilde{H} = P^T H P$.
Proof. We only need to prove that (33) holds for $V \in \partial B \Phi(0, A)$ and $V_{[\beta]} \in \partial B \Phi_{[\beta]}(0, 0)$ as the case for Clarke’s generalized Jacobian can be done similarly.

Let $\Psi(\tau, H) := (\tau, P^T H \pi)$ for any $(\tau, H) \in \mathbb{R} \times \mathcal{S}^n$ and $\Xi : \mathbb{R} \times \mathcal{S}^n \to \mathcal{S}^n$ be defined by (26). Then, since $\Psi'(\tau, H) : \mathbb{R} \times \mathcal{S}^n \to \mathbb{R} \times \mathcal{S}^n$ is onto, we know from Lemma 1 that

$$\partial B \Gamma(0, 0) = \partial B \Xi(0, 0) \Psi'(0, 0),$$

which, together with (28) in Lemma 4, completes the proof. \qed

Just as in the case for the metric projector $\Pi_{S_2^+}$, Proposition 5 says that in order to compute $\partial B \Phi(0, A)$ and $\partial \Phi(0, A)$, one only needs to fix $P$ and compute the corresponding easy part $\partial B \Phi_{[\beta]}(0, 0)$ (hence, $\partial \Phi_{[\beta]}(0, 0)$). For any $(\varepsilon, z) \in \mathbb{R} \times \mathcal{R}^{[\beta]}$ with $\varepsilon^2 + z^2 > 0$ \forall $i$, let $\Omega(\varepsilon, z)$ be defined by (21) with $n$ and $x$ being replaced by $[\beta]$ and $z$, respectively. Then, by (23) and (22), one can readily draw the conclusion that $V_{[\beta]} \in \partial B \Phi_{[\beta]}(0, 0)$ if and only if there exist $Q \in Q_{[\beta]}$ and $\Omega \in \hat{U}_{[\beta]}$ such

$$V_{[\beta]}(0, Z) = Q \left[ \Omega \circ (Q^T ZQ) \right] Q^T \quad \forall \ Z \in S^{[\beta]},$$

where

$$\hat{U}_{[\beta]} := \left\{ \Omega : \Omega = \lim_{k \to \infty} \Omega(\varepsilon, z^k), (\varepsilon, z^k) \to (0, 0), (z^k)_j \geq \cdots \geq (z^k)_{[\beta]}, \varepsilon_k^2 + (z^k)_j^2 > 0 \ \forall \ i \right\}.$$ 

Note that for any $\Omega \in \hat{U}_{[\beta]}$, it holds that $\Omega_{ij} \in [0, 1], \ i, j = 1, \ldots, [\beta]$.

The next proposition establishes a link between $\partial B \Pi_{S_2^+}(A)$ and $\partial B \Phi(0, A)$, and so a link between $\partial B \Pi_{S_2^+}(A)$ and $\partial B \Phi(0, A)$.

Proposition 6 For any $V_0 \in \partial B \Pi_{S_2^+}(A)$, there exists $V \in \partial B \Phi(0, A)$ such that

$$V_0(H) = V(0, H) \quad \forall \ H \in \mathcal{S}^n.$$ (35)

Proof. By comparing Proposition 2, together with (18), with Proposition 5, together with (34), we can derive the conclusion directly. \qed

We conclude this section by presenting a useful inequality for elements in $\partial \Phi(0, A)$, which is analogous to (6) for the metric projector $\Pi_K$ with $K = S^\alpha_+$. 

Proposition 7 For any $V \in \partial \Phi(0, A)$, it holds that

$$\langle H - V(0, H), V(0, H) \rangle \geq 0 \quad \forall \ H \in \mathcal{S}^n.$$ (36)

Proof. Let $V \in \partial \Phi(0, A)$. Then, by Carathéodory’s theorem, there exist a positive integer $\kappa$ and $V_i \in \partial B \Phi(0, A), \ i = 1, \ldots, \kappa$ such that $V$ is the convex combination of $V^1, \ldots, V^\kappa$. Let $t_1, \ldots, t_\kappa$ be such that $V = \sum_{i=1}^{\kappa} t_i V_i$, where $t_i \geq 0, \ i = 1, \ldots, \kappa$ and $\sum_{i=1}^{\kappa} t_i = 1$.

From Sun et al [45, Proposition 3.1], we know that for each $i \in \{1, \ldots, \kappa\}$,

$$\langle H - V^i(0, H), V^i(0, H) \rangle \geq 0 \quad \forall \ H \in \mathcal{S}^n.$$ (37)
In order to prove that (36) holds for \( V \), let \( \theta(X) := \langle X, X \rangle \), \( X \in \mathcal{S}^n \). By the convexity of \( \theta \), we have for any \( H \in \mathcal{S}^n \) that

\[
\theta(V(0, H)) = \theta \left( \sum_{i=1}^{\kappa} t_i V_i(0, H) \right) \leq \sum_{i=1}^{\kappa} t_i \theta(V_i(0, H)) = \sum_{i=1}^{\kappa} t_i \langle V_i(0, H), V_i(0, H) \rangle,
\]

which, together with (37) and the definition of \( \theta \), implies

\[
\langle V(0, H), V(0, H) \rangle \leq \sum_{i=1}^{\kappa} t_i \langle H, V_i(0, H) \rangle = \langle H, V(0, H) \rangle.
\]

Thus, (36) holds. \( \Box \)

\section{Equivalent Conditions}

Let \( \mathcal{X} \) and \( \mathcal{Y} \) be two finite dimensional real vector spaces each equipped with a scalar product \( \langle \cdot, \cdot \rangle \) and its induced norm \( \| \cdot \| \). Let \( g : \mathcal{X} \to \mathcal{Y} \) be a continuously differentiable function and \( K \) be a nonempty and closed convex set in \( \mathcal{Y} \). Consider the following feasible problem

\[
g(x) \in K, \quad x \in \mathcal{X}. \quad (38)
\]

Assume that \( \bar{x} \in \mathcal{X} \) is a feasible solution to (38). Let \( T_K(g(\bar{x})) \) be the tangent cone of \( K \) and \( N_K(g(\bar{x})) \) be the normal cone of \( K \) at \( g(\bar{x}) \), respectively. We write \( \text{lin}(T_K(g(\bar{x}))) \) for the lineality space of \( T_K(g(\bar{x})) \). Then we can define the following nondegeneracy condition for problem (38).

\textbf{Definition 8} We say that a feasible point \( \bar{x} \) to problem (38) is constraint nondegenerate if

\[
g'(\bar{x})\mathcal{X} + \text{lin}(T_K(g(\bar{x}))) = \mathcal{Y}. \quad (39)
\]

The concept of nondegeneracy for the abstract problem (38) first appeared in Robinson [32, 33]. The name “constraint nondegeneracy” was coined by Robinson in [34]. The nondegenerate constraint condition (39) including its various equivalent forms has been extensively used in [7, 39] for sensitivity and stability analysis in optimization and variational inequalities. If \( \mathcal{Y} \) is the Euclidean space \( \mathbb{R}^m \) and \( K = \{0\}^{m_1} \times \mathbb{R}_{+}^{m_2} \) with \( m_1 + m_2 = m \), then the constraint nondegenerate condition (39) is equivalent to the well known linear independence constraint qualification [32, 39]. Here we shall apply Definition 8 to both the SDP problem (1) and its dual (2) to define the primal constraint nondegeneracy and the dual constraint nondegeneracy, respectively.

\textbf{Definition 9} We say that the primal constraint nondegeneracy holds at a feasible solution \( \bar{X} \in \mathcal{S}^n_+ \) to the SDP problem (1) if

\[
\begin{bmatrix} A \\ I \end{bmatrix} \mathcal{S}^n + \begin{bmatrix} \{0\} \\ \text{lin}(T_{\mathcal{S}^n_+}(\bar{X})) \end{bmatrix} = \begin{bmatrix} \mathbb{R}^m \\ \mathcal{S}^n \end{bmatrix}, \quad (40)
\]

or equivalently

\[
A \text{lin}(T_{\mathcal{S}^n_+}(\bar{X})) = \mathbb{R}^m, \quad (41)
\]
where $I$ is the identity mapping from $S^n$ to $S^n$. Similarly, we say that the dual constraint nondegeneracy holds at a feasible solution $(\bar{y}, \bar{S}) \in \mathbb{R}^m \times S^n_+$ to the dual problem (2) if

$$
\begin{bmatrix}
A^* & I \\
0 & I
\end{bmatrix}
\begin{bmatrix}
\mathbb{R}^m \\
S^n
\end{bmatrix}
+ \begin{bmatrix}
\{0\} \\
\text{lin}(I_{S^n_+}(\bar{S}))
\end{bmatrix}
= \begin{bmatrix}
S^n \\
S^n
\end{bmatrix} 
$$

(42)

or equivalently

$$
A^* \mathbb{R}^m + \text{lin}(I_{S^n_+}(\bar{S})) = S^n.
$$

(43)

Note that in the literature constraint nondegeneracy is called differently. Shapiro and Fan [40] and Shapiro [38] termed it transversality. Primal constraint nondegeneracy and dual constraint nondegeneracy are better known as primal nondegeneracy and dual nondegeneracy, respectively in the interior point methods community. See, for example, Alizadeh et al. [2]. To avoid potential confusions, we will stick to Robinson’s terminology here and interpret different usages of constraint nondegeneracy in terms of Definition 9.

Let $Z \equiv (X, \bar{y}, \bar{S}) \in S^n \times \mathbb{R}^m \times S^n$ be a KKT point satisfying the KKT conditions (3). Since $S^n_+$ is a self-dual cone, from [13] we know that

$$
S^n_+ \ni X \perp S \iff S - \Pi_{S^n_+}[S - X] = X - \Pi_{S^n_+}[X - S] = 0. 
$$

(44)

Therefore, $(X, \bar{y}, \bar{S}) \in S^n \times \mathbb{R}^m \times S^n$ satisfies (3) if and only if $(X, \bar{y}, \bar{S})$ is a solution to the following nonsmooth system of equations

$$
F(X, y, S) \equiv \begin{bmatrix}
C - A^* y - S \\
A X - b \\
S - \Pi_{S^n_+}[S - X]
\end{bmatrix} = \begin{bmatrix}
C - A^* y - S \\
A X - b \\
X - \Pi_{S^n_+}[X - S]
\end{bmatrix} = 0,
$$

(45)

where $(X, y, S) \in S^n \times \mathbb{R}^m \times S^n$.

Note that both the KKT conditions (3) and the nonsmooth system (45) can be written as the following special generalized equation

$$
0 \in \begin{bmatrix}
C - A^* y - S \\
A X - b \\
X
\end{bmatrix} + \begin{bmatrix}
N_{S^n}(X) \\
N_{\mathbb{R}^m}(y) \\
N_{S^n_+}(S)
\end{bmatrix}.
$$

(46)

In [31], Robinson introduced an important concept called strong regularity for a solution of generalized equations. Here we only define the strong regularity for (46) rather than for the general problems.

**Definition 10** Let $Z \equiv S^n \times \mathbb{R}^m \times S^n$. We say that a KKT point $Z \equiv (X, \bar{y}, \bar{S}) \in Z$ is a strongly regular solution of the generalized equation (46) if there exist neighborhoods $\mathcal{B}$ of the origin $0 \in Z$ and $\mathcal{V}$ of $Z$ such that for every $\delta \in \mathcal{B}$, the following generalized equation

$$
\delta \in \begin{bmatrix}
C - A^* y - S \\
A X - b \\
X
\end{bmatrix} + \begin{bmatrix}
N_{S^n}(X) \\
N_{\mathbb{R}^m}(y) \\
N_{S^n_+}(S)
\end{bmatrix}
$$

(47)

has a unique solution in $\mathcal{V}$, denoted by $Z_{\mathcal{V}}(\delta)$, and the mapping $Z_{\mathcal{V}} : \mathcal{B} \to \mathcal{V}$ is Lipschitz continuous.
Recall that $F$ is said to be a locally Lipschitz homeomorphism near $\mathbb{Z}$ if there exists an open neighborhood $\mathcal{V}$ of $\mathbb{Z}$ such that the restricted mapping $F|_{\mathcal{V}}: \mathcal{V} \to F(\mathcal{V})$ is Lipschitz continuous and bijective, and its inverse is also Lipschitz continuous. The following result, which holds in a more general framework, shows that $F$ is locally Lipschitz homeomorphism near $\mathbb{Z}$ if and only if $\mathbb{Z}$ is a strongly regular solution of the generalized equation (46). This is almost intuitively true. For the sake of completeness, however, we include a short proof.

**Lemma 11** Let $\mathbb{Z} \equiv \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n$. Let $F: \mathbb{Z} \to \mathbb{Z}$ be defined by (45) and $\mathbb{Z}$ be a KKT point of the SDP problem. Then, it holds that $F$ is locally Lipschitz homeomorphism near $\mathbb{Z}$ if and only if $\mathbb{Z}$ is a strongly regular solution of the generalized equation (46).

**Proof.** “$\Rightarrow$” Assume that $F$ is locally Lipschitz homeomorphism near $\mathbb{Z}$. Then, there exists an open neighborhood $\mathcal{V}$ of $\mathbb{Z}$ such that $F(\mathcal{V})$ is an open neighborhood of the origin $0 \in \mathbb{Z}$ and for any $\delta \in F(\mathcal{V})$, the equation $F(\mathbb{Z}) = \delta$ has a unique solution $\hat{Z}_F(\delta)$ in $\mathcal{V}$ and $\hat{Z}_F: F(\mathcal{V}) \to \mathcal{V}$ is Lipschitz continuous.

For any $\delta = (\delta^1, \delta^2, \delta^3) \in \mathcal{B} \equiv \frac{1}{2} F(\mathcal{V})$, let $Z(\delta) = (X(\delta), y(\delta), S(\delta))$ be a solution, if exists, to (47). Write $\delta \equiv (\delta^1, \delta^2, \delta^3) \in \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n$. Then we have

$$
\begin{bmatrix}
C - A^* y(\delta) - S(\delta) \\
A X(\delta) - b \\
(S(\delta) + \delta^3) - \Pi_{\mathbb{S}_+^n} [(S(\delta) + \delta^3) - X(\delta)]
\end{bmatrix}
= 
\begin{bmatrix}
\delta^1 \\
\delta^2 \\
\delta^3
\end{bmatrix},
$$

i.e.,

$$
F(X(\delta), y(\delta), S(\delta) + \delta^3) =
\begin{bmatrix}
\delta^1 - \delta^3 \\
\delta^2 \\
\delta^3
\end{bmatrix}.
$$

Then $Z(\delta)$ uniquely exists in $\mathcal{V}$ and $Z(\delta) = \hat{Z}_F(\delta^1 - \delta^3, \delta^2, \delta^3) - \begin{bmatrix}
0 \\
0 \\
\delta^3
\end{bmatrix}$. Hence, $Z(\cdot)$ is Lipschitz continuous on $\mathcal{B}$.

“$\Leftarrow$” Assume that $\mathbb{Z}$ is a strongly regular solution of the generalized equation (46). Then, there exist neighborhoods $\mathcal{B}$ of the origin $0 \in \mathbb{Z}$ and $\mathcal{V}$ of $\mathbb{Z}$, and a locally Lipschitz function $Z_V: \mathcal{B} \to \mathcal{V}$ such that for any $\delta \in \mathcal{B}$, $Z_V(\delta)$ is the unique solution in $\mathcal{V}$ to (47).

By reversing the arguments in the first part of the proof, we can conclude that for any $\delta \equiv (\delta^1, \delta^2, \delta^3) \in (\frac{1}{2} \mathcal{B}) \cap (\mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n)$, $F(\mathbb{Z}) = \delta$ has a unique solution $\hat{Z}(\delta) \in \mathcal{V}$ given by $\hat{Z}(\delta) = Z_V(\delta^1 + \delta^3, \delta^2, \delta^3) + \begin{bmatrix}
0 \\
0 \\
\delta^3
\end{bmatrix}$, which implies that $\hat{Z}(\cdot)$ is Lipschitz continuous on $\frac{1}{2} \mathcal{B}$. Thus, $F$ is Lipschitz homeomorphism near $\mathbb{Z}$. $\square$

The concept of strong regularity for general nonlinear semidefinite programming is closely related to another concept called the strong second order sufficient condition as shown by Sun in [41]. Here we will only present the strong second order sufficient condition in terms of the SDP problem (1). First, for any $\mathcal{B} \in \mathbb{S}^n$, we define a linear-quadratic function $\Upsilon_B: \mathbb{S}^n \times \mathbb{S}^n \to \mathbb{R}$. 
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Definition 12 [41, Definition 2.1] For any given $B \in S^n$, define the linear-quadratic function $\Upsilon_B : S^n \times S^n \to \mathbb{R}$, which is linear in the first argument and quadratic in the second argument, by
\[
\Upsilon_B(S, H) := 2 \langle S, HB^\dagger H \rangle, \quad (S, H) \in S^n \times S^n,
\]
where $B^\dagger$ is the Moore-Penrose pseudo-inverse of $B$.

Let $\overline{X} \in S^n_+$ be an optimal solution to the SDP problem (1). Denote $\mathcal{M}(\overline{X})$ by the set of points $(y, S) \in \mathbb{R}^n \times S^n$ such that $(\overline{X}, y, S)$ is a KKT point, i.e., for any $(y, S) \in \mathcal{M}(\overline{X})$, $(\overline{X}, y, S)$ satisfies the KKT conditions (3). Let $(\overline{y}, \overline{S}) \in \mathcal{M}(\overline{X})$. Write $\overline{A} \equiv \overline{X} - \overline{S}$. By using the fact $S^n_+ \ni X \perp S \in S^n_+$, we may assume that $\overline{A}$ has the spectral decomposition as in (7) by replacing $A$ with $\overline{A}$ and
\[
\overline{A} = P \begin{bmatrix}
\Lambda_\alpha & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \Lambda_\gamma 
\end{bmatrix} P^T, \quad \overline{X} = P \begin{bmatrix}
\Lambda_\alpha & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\Lambda_\gamma 
\end{bmatrix} P^T, \quad \overline{S} = P \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 
\end{bmatrix} P^T. \quad (48)
\]
Write $P = [ P_\alpha \quad P_\beta \quad P_\gamma ]$. Then, according to (11) and (13), we have
\[
\begin{align*}
\text{lin} \left( T_{S^n_+}(\overline{X}) \right) &= \left\{ B \in S^n : P_\beta^T BP_\beta = 0, \quad P_\gamma^T BP_\gamma = 0 \right\}, \quad (49) \\
\text{lin} \left( T_{S^n_+}(\overline{S}) \right) &= \left\{ B \in S^n : P_\alpha^T BP_\alpha = 0, \quad P_\beta^T BP_\beta = 0 \right\}, \quad (50)
\end{align*}
\]
and
\[
\text{aff} \left( C(\overline{A}; S^n_+) \right) = \left\{ B \in S^n : P_\beta^T BP_\beta = 0, \quad P_\gamma^T BP_\gamma = 0 \right\}.
\]
Define
\[
\text{app}(\overline{y}, \overline{S}) := \left\{ B \in S^n : AB = 0, \quad B \in \text{aff} \left( C(\overline{A}; S^n_+) \right) \right\}
\]
(51)
and
\[
\text{app}(\overline{y}, \overline{S}) := \left\{ B \in S^n : AB = 0, \quad B \in \text{aff} \left( C(\overline{A}; S^n_+) \right) \right\}.
\]
Then we can state the strong second order sufficient condition for the SDP problem tailored from Sun [41] for the general nonlinear SDP problem.

Definition 13 Let $\overline{X} \in S^n_+$ be an optimal solution to the SDP problem (1). We say that the strong second order sufficient condition holds at $\overline{X}$ if
\[
\sup_{(y, S) \in \mathcal{M}(\overline{X})} \left\{-\Upsilon_{\overline{X}}(-S, H) \right\} > 0 \quad \forall 0 \neq H \in \bigcap_{(y, S) \in \mathcal{M}(\overline{X})} \text{app}(y, S). \quad (52)
\]

The strong second order sufficient condition (52) may look very complicated. When $\mathcal{M}(\overline{X})$ is a singleton, the following result gives a very simple characterization.

Lemma 14 Let $\overline{X} \in S^n_+$ be an optimal solution to the SDP problem (1). Assume that $\mathcal{M}(\overline{X}) = \{(\overline{y}, \overline{S})\}$. Let $\overline{X}$ and $\overline{S}$ have the spectral decompositions as in (48). Then the strong second order sufficient condition (52) holds at $\overline{X}$ if and only if the following condition holds
\[
AH = 0, \quad P_\beta^T HP_\beta = 0, \quad P_\gamma^T HP_\gamma = 0, \quad \text{and} \quad P_\alpha^T HP_\gamma = 0 \implies H = 0 \quad \forall H \in S^n. \quad (53)
\]
Proof. For any $H \in S^n$, write $\tilde{H} = P^T H P$. Since $\mathcal{M}(\overline{X}) = \{(\bar{y}, \overline{S})\}$, the strong second order sufficient condition (52) becomes

$$-Υ_{\overline{X}}(-\overline{S}, H) > 0 \quad \forall H \in \text{app}(\bar{y}, \overline{S}) \setminus \{0\},$$

which, by the definition of $Υ_{\overline{X}}(-\overline{S}, H)$ and (48), is equivalent to

$$2 \sum_{i \in \alpha, j \in \gamma} -\frac{\lambda_j}{\lambda_i} (\tilde{H}_{ij})^2 > 0 \quad \forall H \in \text{app}(\bar{y}, \overline{S}) \setminus \{0\}.$$

For details, see [41]. Then, by (51), the strong second order sufficient condition (52) holds at $\overline{X}$ if and only if

$$A H = 0, \quad \tilde{H}_{\beta\gamma} = 0, \quad \tilde{H}_{\gamma\gamma} = 0, \quad \text{and} \quad H \neq 0 \implies \tilde{H}_{\alpha\gamma} \neq 0 \quad \forall H \in S^n,$$

which is equivalent to (53). This completes the proof. □

Next, we shall establish a link between the strong second order sufficient condition and the dual constraint nondegeneracy. ²

Proposition 15 Let $\overline{X} \in S^n_+$ be an optimal solution to the SDP problem (1). Under the assumption $\mathcal{M}(\overline{X}) = \{(\bar{y}, \overline{S})\}$, the following are equivalent:

(i) The strong second order sufficient condition (52) holds at $\overline{X}$.

(ii) The dual constraint nondegenerate condition (43) holds at $(\bar{y}, \overline{S})$.

Proof. Let $\overline{X}$ and $\overline{S}$ have the spectral decompositions as in (48). For any $H \in S^n$, let $\tilde{H} = P^T H P$. We prove “(i) $\implies$ (ii)” first. By Lemma 14, (i) holds if and only if we have the following implication:

$$A H = 0, \quad \tilde{H}_{\beta\gamma} = 0, \quad \tilde{H}_{\gamma\gamma} = 0, \quad \text{and} \quad \tilde{H}_{\alpha\gamma} = 0 \implies H = 0 \quad \forall H \in S^n. \quad (54)$$

Suppose, for the sake of contradiction, that the dual constraint nondegenerate condition (43) does not hold at $(\bar{y}, \overline{S})$. Then, we have

$$\left[ A^* \mathbb{R}^m \right]^\perp \cap \left[ \text{lin}(T_{S^+_n}(\overline{S})) \right]^\perp \neq \{0\} \quad (55)$$

Take an arbitrary $0 \neq \overline{H} \in \left[ A^* \mathbb{R}^m \right]^\perp \cap \left[ \text{lin}(T_{S^+_n}(\overline{S})) \right]^\perp$. We obtain from $\overline{H} \in \left[ A^* \mathbb{R}^m \right]^\perp$ that

$$\langle \overline{H}, A^* y \rangle = 0 \quad \forall y \in \mathbb{R}^m \implies \langle A \overline{H}, y \rangle = 0 \quad \forall y \in \mathbb{R}^m \implies A \overline{H} = 0 \quad (56)$$

and from $\overline{H} \in \left[ \text{lin}(T_{S^+_n}(\overline{S})) \right]^\perp$ that

$$\langle P^T \overline{H} P, P^T B P \rangle = \langle \overline{H}, B \rangle = 0 \quad \forall B \in \text{lin}(T_{S^+_n}(\overline{S})), $$

which, together with (50), implies

$$P^T_{\alpha} \overline{H} P_{\gamma} = 0, \quad P^T_{\beta} \overline{H} P_{\gamma} = 0, \quad \text{and} \quad P^T_{\gamma} \overline{H} P_{\gamma} = 0. \quad (57)$$

²A similar statement for the dual SDP problem (2) also holds. We omit it here for brevity.
By making use of (54), (56), and (57), we obtain $H = 0$, which contradicts the choice of $H$. This contradiction shows that (ii) holds.

Next, we show “(ii) $\implies$ (i)”. Since the dual constraint nondegenerate condition (43) holds at $(\bar{y}, \bar{S})$, for any $H \in S^n$ such that $A H = 0$, $H_{\beta \gamma} = 0$, $H_{\gamma \gamma} = 0$, and $H_{\alpha \gamma} = 0$, there exist $y \in \mathbb{R}^m$ and $S \in \text{lin}(T_{S_n^+}(\bar{S}))$ such that

$$H = A^* y + S,$$

which, together with (50), implies

$$\langle H, H \rangle = \langle A^* y + S, A^* y + S \rangle = \langle A H, y \rangle + \langle H, S \rangle = 0 + \langle P^T H P, P^T S P \rangle$$

Therefore, by Lemma 14, it follows that (i) holds.

Let $(\bar{X}, \bar{y}, \bar{S}) \in S^n \times \mathbb{R}^m \times S^n$ be a KKT point satisfying the KKT conditions (3) and $F$ be defined by (45). As we mentioned in the introduction, by combining the two papers [14] and [18], we know that if the primal constraint nondegeneracy holds at $\bar{X}$ and the dual constraint nondegenerate holds at $(\bar{y}, \bar{S})$, then every element in $\partial B F(\bar{X}, \bar{y}, \bar{S})$ is nonsingular. Actually, Proposition 15 and [41, Proposition 3.2] allow us to prove even the nonsingularity of Clarke’s generalized Jacobian $\partial F(\bar{X}, \bar{y}, \bar{S})$ under the same primal and dual constraint nondegenerate conditions.

**Proposition 16** Let $(\bar{X}, \bar{y}, \bar{S}) \in S^n \times \mathbb{R}^m \times S^n$ be a KKT point. Assume that the primal constraint nondegenerate condition (41) holds at $\bar{X}$ and the dual constraint nondegenerate condition (43) holds at $(\bar{y}, \bar{S})$, respectively. Then, every element in $\partial F(\bar{X}, \bar{y}, \bar{S})$ is nonsingular.

**Proof.** Since the primal constraint nondegenerate condition (41) implies that $\mathcal{M}(\bar{X}) = \{(\bar{y}, \bar{S})\}$, we know from Proposition 15 that the strong second order sufficient condition (52) holds at $\bar{X}$. Consequently, by [41, Proposition 3.2], every element in $\partial F(\bar{X}, \bar{y}, \bar{S})$ is nonsingular.

Proposition 16 says that the primal and dual constraint nondegenerate conditions are sufficient for the nonsingularity of all elements in $\partial F(\bar{X}, \bar{y}, \bar{S})$. Next, we shall show that the nonsingularity of only two elements in $\partial B F(\bar{X}, \bar{y}, \bar{S})$ will imply both the primal and dual constraint nondegenerate conditions.

From Lemma 1, we know that $W \in \partial B F(\bar{X}, \bar{y}, \bar{S})$ if and only if there exists a $V \in \partial B \Pi_{S_n^+}(\bar{A})$ such that

$$W(\Delta X, \Delta y, \Delta S) = \begin{bmatrix} -A^* \Delta y - \Delta S \\ A(\Delta X) \\ \Delta X - V(\Delta X - \Delta S) \end{bmatrix} \quad \forall (\Delta X, \Delta y, \Delta S) \in S^n \times \mathbb{R}^m \times S^n,$$  

(58)
where $\bar{A} \equiv \bar{X} - \bar{S}$. Let $\text{ex}(\partial_B \Pi_{S_+}^n(\bar{A}))$ be defined by (19). For $V^0, V^T \in \text{ex}(\partial_B \Pi_{S_+}^n(\bar{A}))$, let $W^0$ and $W^T$ be defined by (58), respectively. Denote
\[
\text{ex}(\partial_B F(\bar{X}, \bar{y}, \bar{S})) := \{ W^0, W^T \} \subseteq \partial_B F(\bar{X}, \bar{y}, \bar{S}).
\]  

**Proposition 17** Let $(\bar{X}, \bar{y}, \bar{S}) \in S^n \times \mathbb{R}^m \times S^n$ be a KKT point. If both $W^0$ and $W^T$ in $\text{ex}(\partial_B F(\bar{X}, \bar{y}, \bar{S}))$ are nonsingular, then the primal constraint nondegenerate condition (41) holds at $\bar{X}$ and the dual constraint nondegenerate condition (43) holds at $(\bar{y}, \bar{S})$, respectively.

**Proof.** First we show that the nonsingularity of $W^0$ implies the primal constraint nondegenerate condition (41). Assume on the contrary that (41) does not hold. Since, equivalently, (40) fails to hold too, we have
\[
\{ \left[ \begin{array}{c} A \\ I \end{array} \right] S^n \} \cap \left[ \begin{array}{c} 0 \\ \text{lin} (T_{S_+}^n(\bar{X})) \end{array} \right] = \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] \in \left[ \begin{array}{c} \mathbb{R}^m \\ S^n \end{array} \right],
\]
which implies that there exists $\Delta y, \Delta S \in \left\{ \left[ \begin{array}{c} A \\ I \end{array} \right] S^n \right\} \cap \left[ \begin{array}{c} 0 \\ \text{lin} (T_{S_+}^n(\bar{X})) \end{array} \right]$ that
\[
\langle (\Delta y, \Delta S), (A H, H) \rangle = 0 \quad \forall \ H \in S^n \implies A^*(\Delta y) + \Delta S = 0
\]
and from $\Delta y, \Delta S \in \left[ \begin{array}{c} 0 \\ \text{lin} (T_{S_+}^n(\bar{X})) \end{array} \right]$, we obtain that
\[
\langle P^T (\Delta S) P, P^T H P \rangle = \langle \Delta S, H \rangle = 0 \quad \forall \ H \in \text{lin} (T_{S_+}^n(\bar{X})),
\]
which, together with (49), implies
\[
P^T_\alpha (\Delta S) P_\alpha = 0, \quad P^T_\beta (\Delta S) P_\beta = 0, \quad \text{and} \quad P^T_\gamma (\Delta S) P_\gamma = 0.
\]
Let $U \in S^n$ be defined by (8). Recall from Proposition 2 that for $V^0 \in \text{ex}(\partial_B \Pi_{S_+}^n(\bar{A}))$, it holds that
\[
V^0(\Delta S) = P \left[ \begin{array}{ccc} P^T_\alpha (\Delta S) P_\alpha & P^T_\beta (\Delta S) P_\beta & U_{\alpha \gamma} \circ (P^T_\alpha (\Delta S) P_\gamma) \\ (P^T_\alpha (\Delta S) P_\beta)^T & 0 & 0 \\ (P^T_\alpha (\Delta S) P_\gamma)^T \circ U_{\alpha \gamma} & 0 & 0 \end{array} \right] P^T,
\]
which, together with (61), implies $V^0(\Delta S) = 0 \in S^n$. Therefore, by (58) and (60), we have for $\Delta X \equiv 0$ that
\[
W^0(\Delta X, \Delta y, \Delta S) = \left[ \begin{array}{c} -A^*(\Delta y) - \Delta S \\ A(\Delta X) \\ \Delta X - V^0(\Delta X - \Delta S) \end{array} \right] = \left[ \begin{array}{c} 0 \\ 0 \\ V^0(\Delta S) \end{array} \right] = 0,
\]
which, implies that $W^0$ is singular. This contradiction shows that the primal constraint nondegenerate condition (41) holds at $\bar{X}$.  
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Next, we show that the nonsingularity of $W^T$ implies the dual constraint nondegenerate condition (43). Suppose not. Then,
\[ [A^* \mathbb{R}^m] \cap [\text{lin} \left( T_{S^*} (\overline{S}) \right)] \neq \{0\}. \]
Let $0 \neq \Delta X \in [A^* \mathbb{R}^m] \cap [\text{lin} \left( T_{S^*} (\overline{S}) \right)]$. We obtain from $\Delta X \in [A^* \mathbb{R}^m]$ that
\[ \langle \Delta X, A^* y \rangle = 0 \quad \forall y \in \mathbb{R}^m \implies A(\Delta X) = 0 \quad (63) \]
and from $\Delta X \in [\text{lin} \left( T_{S^*} (\overline{S}) \right)]$ that
\[ \langle P^T (\Delta X) P, P^T S P \rangle = \langle \Delta X, S \rangle = 0 \quad \forall S \in \text{lin} \left( T_{S^*} (\overline{S}) \right), \]
which, together with (50), implies
\[ P^T_\alpha (\Delta X) P_\gamma = 0, \quad P^T_\beta (\Delta X) P_\gamma = 0, \quad \text{and} \quad P^T_\gamma (\Delta X) P_\gamma = 0. \quad (64) \]
From Proposition 2 that for $V^T \in \text{ex} (\partial_B \Pi_{S^*} (\overline{A}))$, it holds that
\[ V^T (\Delta X) = P \begin{bmatrix} P^T_\alpha (\Delta X) P_\alpha & P^T_\alpha (\Delta X) P_\beta & U_{\alpha \gamma} \circ (P^T_\alpha (\Delta X) P_\gamma) \\ (P^T_\beta (\Delta X) P_\beta)^T & P^T_\beta (\Delta X) P_\beta & 0 \\ (P^T_\gamma (\Delta X) P_\gamma)^T & 0 & 0 \end{bmatrix} P^T, \quad (65) \]
which, together with (64), implies $V^T (\Delta X) = \Delta X$. Therefore, by (58) and (63), we have for $(\Delta y, \Delta S) \equiv (0, 0) \in \mathbb{R}^m \times S^n$ that
\[ W^T (\Delta X, \Delta y, \Delta S) = \begin{bmatrix} -A^* (\Delta y) - \Delta S \\ A(\Delta X) \\ \Delta X - V^T (\Delta X - \Delta S) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} = 0, \]
which, implies that $W^T$ is singular. This contradiction shows that the dual constraint nondegenerate condition (43) holds at $(\bar{y}, \overline{S})$. This completes the proof. \( \square \).

Now, we are ready to state our main result of this paper.

**Theorem 18** Let $(\overline{X}, \bar{y}, \overline{S}) \in S^n \times \mathbb{R}^m \times S^n$ be a KKT point satisfying the KKT conditions (3) and $F$ be defined by (45). Then, the following are all equivalent:

(i) The KKT point $(\overline{X}, \bar{y}, \overline{S})$ is a strongly regular solution of the generalized equation (46).

(ii) The function $F$ is locally Lipschitz homeomorphism near $(\overline{X}, \bar{y}, \overline{S})$.

(iii) The primal constraint nondegenerate condition (41) holds at $\overline{X}$ and the dual constraint nondegenerate condition (43) holds at $(\bar{y}, \overline{S})$.

(iv) Every element in $\partial F(\overline{X}, \bar{y}, \overline{S})$ is nonsingular.

(v) Every element in $\partial_B F(\overline{X}, \bar{y}, \overline{S})$ is nonsingular.
The two elements in \( \partial_B F(\bar{X}, \bar{y}, \bar{S}) \) are nonsingular.

**Proof.** We have already known from Lemma 11 that (i) \( \iff \) (ii) and from Propositions 16 and 17 that (iii) \( \iff \) (iv) \( \iff \) (v) \( \iff \) (vi). Furthermore, Clarke’s inverse function theorem for Lipschitz functions [11, 12] implies that (iv) \( \iff \) (ii). The proof of this theorem will be complete if one can show (ii) \( \iff \) (v). However, the latter has been known to be true since [20] (Gowda [15] even obtained a stronger conclusion than this by employing the degree theory). \( \square \)

**Remark 19** Note that the relations (i) \( \iff \) (ii) \( \iff \) (iv) even hold for the general nonlinear semidefinite programming case [41, Theorem 4.1], whose proof further relies on a number of important results achieved by Bonnans and Shapiro in their excellent monograph [7] on sensitivity analysis in optimization and variational inequalities. Here, the structure displayed uniquely by the SDP problem (1) allows us to derive them directly by avoiding the detour employed in [41] for the nonlinear SDP problem. An SDP example satisfying (iii) but with the strict complementary condition failing to hold can be found in [2]. See also [19].

4 Quadratic Convergence of Smoothing Newton Methods

In this section, we shall show how the theoretical results obtained in Sections 2 and 3 can be used to provide a quadratic convergence analysis on smoothing Newton methods for solving the nonsmooth equation \( F(X, y, S) = 0 \), where \( F \) is defined by (45). Let \( \Phi : \mathbb{R} \times \mathbb{S}^n \to \mathbb{S}^n \) be defined by (20). We then introduce the following smoothing function for \( F \):

\[
G(\varepsilon, X, y, S) = \begin{bmatrix} C - A^*y - S \\ AX - b \\ S - \Phi(\varepsilon, S - X) \end{bmatrix},
\]

(66)

where \((\varepsilon, X, y, S) \in \mathbb{R} \times \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n \). The above function \( G \) is continuously differentiable around any \((\varepsilon, X, y, S) \in \mathbb{R} \times \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n \) when \( \varepsilon \neq 0 \) and has been used by several authors [9, 10, 19, 45] to design smoothing Newton methods for solving SDP problems (1) and (2).

Define \( E : \mathbb{R} \times \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n \to \mathbb{R} \times \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n \) by

\[
E(\varepsilon, X, y, S) = \begin{bmatrix} \varepsilon \\ G(\varepsilon, X, y, S) \end{bmatrix}, \quad (\varepsilon, X, y, S) \in \mathbb{R} \times \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n.
\]

(67)

Then we have

\[
F(X, y, S) = 0 \iff E(\varepsilon, X, y, S) = 0 \quad \forall (\varepsilon, X, y, S) \in \mathbb{R} \times \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n.
\]

Let \((\bar{X}, \bar{y}, \bar{S}) \in \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n \) be a KKT point satisfying the KKT conditions (3). Then

\[
E(0, \bar{X}, \bar{y}, \bar{S}) = 0.
\]

Write \( \bar{A} \equiv \bar{X} - \bar{S} \). Let \( \bar{A}, \bar{X}, \) and \( \bar{S} \) have the spectral decompositions as in (48). Let the linear-quadratic function \( \Upsilon_{\bar{X}}(\cdot, \cdot) \) be defined as in Definition 12. Then, we have the following result, which will play a key role in our analysis on quadratic convergence of smoothing Newton methods.
Proposition 20 Let \( V \in \partial \Phi(0, \overline{A}) \). Then, for any \( \Delta X \) and \( \Delta S \) in \( S^n \) such that \( \Delta X = V(0, \Delta X - \Delta S) \), it holds that
\[
\langle \Delta X, \Delta S \rangle \leq \Upsilon_X(-\overline{S}, \Delta X) .
\] (68)

Proof. Let \( \Delta X \) and \( \Delta S \) be in \( S^n \) such that \( \Delta X = V(0, \Delta X - \Delta S) \). Write \( \Delta \tilde{X} \equiv P^T(\Delta X)P \) and \( \Delta \tilde{S} \equiv P^T(\Delta S)P \). Let \( \Phi_{[\beta]} \) be defined by (25). Then, by Proposition 5, there exists \( V_{[\beta]} \in \partial \Phi_{[\beta]}(0, 0) \) such that
\[
\begin{bmatrix}
\Delta \tilde{H}_{\alpha\alpha} & \Delta \tilde{H}_{\alpha\beta} & U_{\alpha\gamma} \circ \Delta \tilde{H}_{\alpha\gamma} \\
(\Delta \tilde{H}_{\alpha\beta})^T & V_{[\beta]}(0, \Delta \tilde{H}_{\beta\beta}) & 0 \\
(\Delta \tilde{H}_{\alpha\gamma})^T & U_{\alpha\gamma}^T & 0
\end{bmatrix} P^T ,
\]
where \( \Delta \tilde{H} \equiv \Delta \tilde{X} - \Delta \tilde{S} \) and \( U \in S^n \) is defined by (8). Thus, by using \( \Delta X = V(0, \Delta X - \Delta S) \), we obtain
\[
\begin{align*}
\Delta \tilde{S}_{\alpha\alpha} &= 0, & \Delta \tilde{S}_{\alpha\beta} &= 0, & \Delta \tilde{X}_{\beta\beta} &= 0, & \Delta \tilde{X}_{\beta\gamma} &= 0, \quad (69) \\
\end{align*}
\]
and
\[
\begin{align*}
\Delta \tilde{X}_{\alpha\gamma} - U_{\alpha\gamma} \circ \Delta \tilde{X}_{\alpha\gamma} &= -U_{\alpha\gamma} \circ \Delta \tilde{S}_{\alpha\gamma} . \quad (71)
\end{align*}
\]
By applying Proposition 7 to \( \Phi_{[\beta]} \) and using (70), we obtain
\[
\begin{align*}
\langle \Delta \tilde{X}_{\beta\beta}, \Delta \tilde{S}_{\beta\beta} \rangle &= \langle V_{[\beta]}(0, \Delta \tilde{X}_{\beta\beta} - \Delta \tilde{S}_{\beta\beta}), (\Delta \tilde{X}_{\beta\beta} - \Delta \tilde{S}_{\beta\beta}) - V_{[\beta]}(0, \Delta \tilde{X}_{\beta\beta} - \Delta \tilde{S}_{\beta\beta}) \rangle \geq 0 , \quad (72)
\end{align*}
\]
Therefore, from (69), (71), and (72), we have
\[
\begin{align*}
\langle \Delta X, \Delta S \rangle &= \langle \Delta \tilde{X}, \Delta \tilde{S} \rangle \\
&= \langle \Delta \tilde{X}_{\beta\beta}, \Delta \tilde{S}_{\beta\beta} \rangle + 2\langle \Delta \tilde{X}_{\alpha\gamma}, \Delta \tilde{S}_{\alpha\gamma} \rangle \leq 2\langle \Delta \tilde{X}_{\alpha\gamma}, \Delta \tilde{S}_{\alpha\gamma} \rangle \\
&= 2 \sum_{i \in \alpha, j \in \gamma} \lambda_j \lambda_i ((\Delta \tilde{X})_{ij})^2 ,
\end{align*}
\]
which, together with the fact that
\[
\Upsilon_X(-\overline{S}, \Delta X) = 2 \sum_{i \in \alpha, j \in \gamma} \lambda_j \lambda_i ((\Delta \tilde{X})_{ij})^2 ,
\]
shows that (68) holds. \( \square \)

The following result relates the nonsingularity of \( \partial_B E(0, \overline{X}, \overline{y}, \overline{S}) \) and \( \partial E(0, \overline{X}, \overline{y}, \overline{S}) \) to both the primal constraint nondegeneracy and the dual constraint nondegeneracy.
**Proposition 21** Let \((\overline{X}, \overline{y}, \overline{S}) \in \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{S}^n\) be a KKT point satisfying the KKT conditions (3) and \(E\) be defined by (67). Then the following are equivalent

(i) The primal constraint nondegenerate condition (41) holds at \(\overline{X}\) and the dual constraint nondegenerate condition (43) holds at \((\overline{y}, \overline{S})\).

(ii) Every element in \(\partial B E(0, \overline{X}, \overline{y}, \overline{S})\) is nonsingular.

(iii) Every element in \(\partial E(0, \overline{X}, \overline{y}, \overline{S})\) is nonsingular.

**Proof.** Since “(iii) \(\Rightarrow\) (ii)” holds trivially and “(ii) \(\Rightarrow\) (i)” follows from Proposition 6 and Theorem 18 directly, we only need to show “(i) \(\Rightarrow\) (iii)”.

Let \(W\) be an arbitrary element in \(\partial E(0, \overline{X}, \overline{y}, \overline{S})\). We need to show that \(W\) is nonsingular. Let \((\Delta \varepsilon, \Delta X, \Delta y, \Delta S) \in \mathbb{R} \times \mathbb{S}^n \times \mathbb{R}^m \times \mathbb{R}^n\) be such that

\[
W(\Delta \varepsilon, \Delta X, \Delta y, \Delta S) = 0.
\]

Then, by Lemma 1, there exists \(V \in \partial \Phi(0, \overline{A})\) such that

\[
W(\Delta \varepsilon, \Delta X, \Delta y, \Delta S) = \begin{bmatrix}
\Delta \varepsilon \\
-A^* (\Delta y) - \Delta S \\
\Delta X - V(\Delta \varepsilon, \Delta X - \Delta S)
\end{bmatrix} = 0,
\]

which implies that \(\Delta \varepsilon = 0\). Thus, we have

\[
W(0, \Delta X, \Delta y, \Delta S) = \begin{bmatrix}
0 \\
-A^* (\Delta y) - \Delta S \\
\Delta X - V(0, \Delta X - \Delta S)
\end{bmatrix} = 0. \tag{73}
\]

Since the primal constraint nondegenerate condition (41) implies \(\mathcal{M}(\overline{X}) = \{(\overline{y}, \overline{S})\}\), we know from Proposition 15 that the strong second order sufficient condition (52) holds at \(\overline{X}\) and takes the following form

\[
-\Upsilon_{\overline{X}}(-\overline{S}, H) > 0 \quad \forall \ 0 \neq H \in \text{app}(\overline{y}, \overline{S}), \tag{74}
\]

where the set \(\text{app}(\overline{y}, \overline{S})\) is defined by (51). From Proposition 5, (73), and (51), we know that

\[
\Delta X \in \text{app}(\overline{y}, \overline{S}). \tag{75}
\]

By the second and the third equations of (73), we obtain that

\[
0 = \langle \Delta X, -A^* (\Delta y) - \Delta S \rangle + \langle \Delta y, A (\Delta X) \rangle = \langle \Delta X, -\Delta S \rangle,
\]

which, together with Proposition 20 and the last equation of (73), implies that

\[
\Upsilon_{\overline{X}}(-\overline{S}, \Delta X) \geq 0.
\]
Hence, from (74) and (75), we can conclude that

$$\Delta X = 0.$$  

Thus, from (73), we get

$$\begin{bmatrix} A^\ast (\Delta y) + \Delta S \\ V(0, -\Delta S) \end{bmatrix} = 0,$$  

which, by Proposition 5, gives rise to

$$P_\alpha^T (\Delta S) P_\alpha = 0, \quad P_\alpha^T (\Delta S) P_\beta = 0, \quad \text{and} \quad P_\alpha^T (\Delta S) P_\gamma = 0.$$  

From (40), which is equivalent to the primal constraint nondegenerate condition (41), we know that there exist $X \in S^n$ and $S \in \text{lin}(T_{S^n}(X))$ such that

$$AX = \Delta y \quad \text{and} \quad X + S = \Delta S,$$

which, together with (77), (50), and the first equation of (76), imply

$$\begin{aligned}
\langle \Delta y, \Delta y \rangle + \langle \Delta S, \Delta S \rangle &= \langle AX, \Delta y \rangle + \langle X + S, \Delta S \rangle \\
&= \langle AX, \Delta y \rangle + \langle X, -A^\ast (\Delta y) \rangle + \langle S, \Delta S \rangle \\
&= \langle S, \Delta S \rangle = \langle P^T SP, P^T (\Delta S) P \rangle = 0.
\end{aligned}$$

Thus, $\Delta y = 0$ and $\Delta S = 0$, which together with $\Delta \varepsilon = 0$ and $\Delta X = 0$, imply the following

$$W(\Delta \varepsilon, \Delta X, \Delta y, \Delta S) = 0 \implies (\Delta \varepsilon, \Delta X, \Delta y, \Delta S) = 0.$$  

This shows that $W$ is nonsingular. So, the proof is completed.  

The significance of Proposition 21 is that it allows us to offer a quadratic convergence analysis on several globally convergent smoothing Newton methods presented in [9, 10, 19, 45] for solving the SDP problem even when the strict complementarity condition is not satisfied, i.e., when the condition $X + S > 0$ fails to hold. Instead of working on these different smoothing Newton methods one by one (with some necessary modifications), for simplicity we only use the smoothing Newton method presented in [45] as an example to show how this objective can be achieved.

For any $(\varepsilon, X, y, S) \in \mathbb{R} \times S^n \times \mathbb{R}^m \times S^n$, write $Z \equiv (X, y, S)$ and define $f(\varepsilon, Z) := ||E(\varepsilon, Z)||^2$ and $\theta(\varepsilon, Z) := r \min \{1, f(\varepsilon, Z)\}$. Let $\bar{\varepsilon} \in (0, \infty)$ and $r \in (0, 1)$ be such that $r \bar{\varepsilon} < 1$. The smoothing Newton method presented in [45] can then be stated as follows.

**Algorithm I** (A Squared Smoothing Newton Method)

**Step 0.** Select constants $\delta \in (0, 1)$ and $\sigma \in (0, 1/2)$. Let $\varepsilon_0 := \bar{\varepsilon}$, $Z^0 \in S^n \times \mathbb{R}^m \times S^n$ be an arbitrary point, and $k := 0$.

**Step 1.** If $E(\varepsilon_k, Z^k) = 0$, then stop. Otherwise, let $\theta_k := \theta(\varepsilon_k, Z^k)$.

**Step 2.** Compute $(\Delta \varepsilon_k, \Delta Z^k)$ by

$$E(\varepsilon_k, Z^k) + E'(\varepsilon_k, Z^k)(\Delta \varepsilon_k, \Delta Z^k) = \theta_k \begin{bmatrix} \varepsilon_k \\ 0 \end{bmatrix}.$$  

$$25$$
Step 3. Let $l_k$ be the smallest nonnegative integer $l$ satisfying
\[ f(\varepsilon_k + \delta^l \Delta \varepsilon_k, Z^k + \delta^l \Delta Z^k) \leq [1 - 2\sigma(1 - r\varepsilon)] f(\varepsilon_k, Z^k). \] (79)

Define $(\varepsilon_{k+1}, Z^{k+1}) := (\varepsilon_k + \delta^l \Delta \varepsilon_k, Z^k + \delta^l \Delta Z^k)$.

Step 4. Replace $k$ by $k + 1$ and go to Step 1.

The well posedness of Algorithm I hinges on the nonsingularity of $E'(\varepsilon, Z)$ for any $\varepsilon > 0$, which is equivalent to the surjectivity of the linear operator $A : S^n \to \mathbb{R}^m$ [45]. The two conditions required for quadratic convergence of Algorithm I are: (i) the strong semismoothness of the smoothing function $E$ and (ii) the nonsingularity of all $W \in \partial B E(0, Z^*)$ (or all $W \in \partial E(0, Z^*)$). However, (i) has been proven in [45] and (ii) can be derived from Proposition 21 under both the primal constraint nondegeneracy and the dual constraint nondegeneracy. Thus, by employing the standard convergence analysis laid out in [29] for the vector version of the squared smoothing Newton method, we have the following convergence theorem. For more explanations on this, see [45].

**Theorem 22** Assume that $A : S^n \to \mathbb{R}^m$ is onto. Then an infinite sequence $\{(\varepsilon_k, Z^k)\}$ is generated by Algorithm I and each accumulation point $(0, Z)$ of $\{(\varepsilon_k, Z^k)\}$ is a solution of $E(\varepsilon, Z) = 0$. Let $Z = (X, \tilde{y}, S) \in S^n \times \mathbb{R}^m \times S^n$. If the primal constraint nondegenerate condition (41) holds at $X$ and the dual constraint nondegenerate condition (43) holds at $(\tilde{y}, S)$, then the whole sequence $\{(\varepsilon_k, Z^k)\}$ converges to $(0, Z)$,

\[ \|(\varepsilon_{k+1}, Z^{k+1}) - (0, Z)\| = O(\|(\varepsilon_k, Z^k) - (0, Z)\|^2) \] (80)

and

\[ \varepsilon_{k+1} = O(\varepsilon_k^2). \] (81)

Note that in Theorem 22, the quadratic convergence does not rely on the strict complementarity, one common condition that was assumed in all known smoothing Newton methods for solving the SDP problem (1) and its dual, as far as we know. The smoothing function $G$ can certainly take other forms. For example, in order to improve the global convergence of Algorithm I, one may consider Tikhonov-type regularized smoothing functions such as

\[ G(\varepsilon, X, y, S) := \begin{bmatrix} C - A^* y - S + \varepsilon X \\ A X - b + \varepsilon y \\ S - \Phi(\varepsilon, S - (X + \varepsilon S)) \end{bmatrix} = \begin{bmatrix} C - A^* y - S + \varepsilon X \\ A X - b + \varepsilon y \\ X - \Phi((X + \varepsilon S) - S) + \varepsilon S \end{bmatrix}. \] (82)

The quadratic convergence of Algorithm I will not be affected because, by Lemma 1, the set $\partial B E(0, X, S, Y)$ is still kept the same for any $(X, y, S) \in S^n \times \mathbb{R}^m \times S^n$ if one replaces the smoothing function $G$ in (67) by the one given in (82).

5 Conclusions

In this paper, we presented several equivalent links among the primal and dual constraint nondegenerate conditions, the strong regularity, and the nonsingularity of both the B-subdifferential and Clarke’s generalized Jacobian of a nonsmooth system at a KKT point in
the context of linear semidefinite programming. These links were further used to derive for the first time a quadratic convergence analysis of globally convergent smoothing Newton methods without assuming the strict complementarity. Variational analysis on the metric projector over the cone of positive semidefinite matrices and its smoothed counterpart plays a fundamental role in achieving these. Given the fact that the metric projector over the more general symmetric cone behaves quite similar to the metric projector over the cone of positive semidefinite matrices [44], one is tempted to wonder if the results obtained in this paper can be extended to linear symmetric cone programming. We leave this interesting question as our future research topic.
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