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Part I: Scientific Computing

Question 1 [17 marks]

Consider the n x n matrix

-1 -1 2

a) Show that for any vector b = (by,--- ,b,)T satisfying by +---4b,, = 0, the linear system
Ax = b has a one-dimensional solution space.

b) Show that the Jacobi method converges for the linear system Ax = b. Describe which
solution in the solution space the Jacobi method converges to.

Question 2 [16 marks]
Define the following points
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Let €1 be the square with vertices X1, x3, X7, and xg. Let Qo be the convex hull of x7, X3,
Xg, X3, and Xg.

X4 =
X7 =

N

a) Find polynomials p1,--- ,pg such that py(x;) = d;;, for all j,k=1,---,9, and

/| o) dx = 3" () i il dx

k=1

for all monomials u(z,y) = ™y" with 0 < m <2 and 0 < n < 2.
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b) Find polynomials g1, -- -, gg such that gi(x;) = 65 for all j,k=1,---,8, and

IREE >t | toax

k=1

for all monomials u(z,y) = 2™y" with 0 < m <2,0<n <2, and m+n < 3.

Question 3  [16 marks]
Consider the Runge-Kutta method with the following Butcher’s tableau:

0 0 0 0
c1|az asx O
1]as az O

b1 by b3

Find the values of as1, ase, as1, ass, c1, by, ba, by such that the corresponding Runge-Kutta
method has convergence order 4.

Question 4  [16 marks]
Consider the one-dimensional convection-diffusion equation
ou ou 0%u
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where a and k are constants, and x > 0. We discretize the equation on a uniform spatial grid
{x;}jez, where xj41 — x; = Az for any j; and the time steps are given by 0 =ty < t; <t <
--+. Let U} be the numerical approximation of

1 [t/
Ar /a;j—Ax/2 u(zx, t,)de.
a) Suppose the function v(x) satisfies the ordinary differential equation
av'(x) = kv (),
v(zj) =Uj  v(wjpr) = Ujpr.
Find the value of F(Uj,Uj+1) == av(xj + Ax/2) — rv'(z; + Az /2).
b) Use At to denote the time step. Show that the numerical scheme

" n At S n n
Uj+1 =U; _E[F(Ujv i) = F(ULL U]

is consistent with the convection-diffusion equation.

c) Write down the stability condition of this numerical scheme.

—— Continued on next page —
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Part II: Optimization

1. [10 marks] Let f : S — R, where S C R" is a nonempty convex set. Let fg: S — R
denote the convex function such that fg(z) < f(z) for all x € S; and if g is any other
convex function for which g(z) < f(z) for all z € S, fs(z) > g(x) for all z € S. Assume
that the minima of f over S exist. Show that min{f(x) : x € S} = min{fs(x) : x € S},
and that X* C X§g, where

X*={a* € S: f(z*) < f(x),Vz € S,
X5 ={a* €S fs(a®) < fs(x),Va € S}.

2. [15 marks] Consider the problem

min f(x)
s.t. Az <hb.

Suppose that Z is a feasible solution such that A1Z = by and AsZ < by, where AT =
(AT, AT) and b” = (b],bL). Assuming the A; has full rank, the matrix P that projects
any vector onto the nullspace of Ay is given by

P=1-AT(A AT 1A,

Let d = —PV f(z).
(a) Show that if c_z #£ 0, it is is an improving feasible direction; that is, Z + \d is feasible
and f(Z + Ad) < f(z) for A > 0 and sufficiently small.
(b) Suppose that d = 0 and that u = —(A; A7)t A,V f(z) > 0. Show that # is a KKT
point.
(c) Show that d is of the form Ad for some A > 0, where d is an optimal solution to the
following problem:

min Vf(z)Td
st. Aid=0
la]* < 1.

3. [10 marks] Consider the problem

min f(z) (1)

st gi(x) <0, i=1,...,m,

where the functions f : R® — R and ¢; : R" — R are differentiable and convex. Let
hi,...,hm : R — R be differentiable nondecreasing convex functions.

(i) Show that

1S convex.
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(i) Suppose Z minimizes ¢. Let A; = h’(g;(Z)). Show that A = (A1,..., A,) is a feasible
solution to the Lagrangian dual of the problem (1).

(iii) Find, from ), a lower bound on the optimal value of the problem (1), and justify
your answer.

—— End of Paper —
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