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1. (10 points) Let {𝑋𝑖}𝑛𝑖=1 be i.i.d. exponential randomvariableswith parameter 𝜆 > 0. Let𝑌 = max{ 1
𝑋1
, . . . , 1

𝑋𝑛
}.

Find the probability density function of 𝑌 .

2. (12 points) Let X = (𝑋1, 𝑋2, . . . , 𝑋𝑑 ) be a 𝑑-dimensional normal random vector with mean 0 and covari-
ance matrix Σ. Consider deterministic real numbers 𝑎1, 𝑎2, . . . , 𝑎𝑑 . Let 𝑘 ≥ 1 be an integer. Compute the
following quantities in terms of 𝑘, (𝑎𝑖)𝑑𝑖=1 and (Σ𝑖 𝑗 )1≤𝑖, 𝑗≤𝑑 . Set 𝑎(X) = 𝑎1𝑋1 + 𝑎2𝑋2 + · · · + 𝑎𝑑𝑋𝑑 . Compute
the following quantities:

• (a) (6 points) The moment generating function of 𝑎(X), that is, E[𝑒𝜃 ·𝑎 (X) ] for 𝜃 ∈ R

• (b) (6 points) E
[
𝑎(X)𝑘

]

3. (18 points) Let {u𝑖}∞𝑖=1 be i.i.d. random vectors that are uniformly distributed on the 𝑑-dimensional unit
sphere S𝑑−1 in R𝑑 . Define the matrices {P𝑖}∞𝑖=1 as P1 = u1u⊤1 and P𝑖 = P𝑖−1 + u𝑖u⊤𝑖 for 𝑖 ≥ 2. For a
non-zero vector v ∈ R𝑑 , define the real valued random variables 𝑄𝑖 (v) = v⊤P𝑖v.

• (a) (8 points) Show that the sequence of random variables {𝑄𝑛 (v) − 𝑛
𝑑
· ∥v∥22}∞𝑛=1 is a martingale

(with respect to its own filtration).
• (b) (10 points) Find a positive real sequence {𝑏𝑛}∞𝑛=1 such that 𝑏−1𝑛

(
𝑄𝑛 (v) − 𝑛

𝑑
· ∥v∥22

)
converges to

a non-degenerate random variable as 𝑛 → ∞, and identify the distribution of this limiting random
variable including its mean and variance (in terms of ∥v∥2 and universal constants). Properly justify
your answer.

4. (10 points) Let 𝑓 : R ↦→ R be a bounded continuous function, and {𝑋𝑖}𝑛𝑖=1 and {𝑌𝑖}𝑛𝑖=1 be i.i.d. real valued
random variables with the same distribution. Prove that, for any 𝜃 > 0

P

[�����
(
1
𝑛

𝑛∑︁
𝑖=1

𝑓 (𝑋𝑖)
)
−

(
1
𝑛

𝑛∑︁
𝑖=1

𝑓 (𝑌𝑖)
)����� ≥ 𝜃

]
≤ 2 exp

(
− 𝑛𝜃 2

8∥ 𝑓 ∥2∞

)
.

5. [Linear PCA] (10 points) In linear PCA, the covariance matrix of the data C = X⊤X is decomposed
into weighted sums of its eigenvalues (𝜆) and eigenvectors p:

C =
∑︁
𝑖

𝜆p𝑖p
⊤
𝑖 . (1)

Prove mathematically that the first eigenvalue 𝜆1 is identical to the variance obtained by projecting data
into the first principal component p1.

6. [Kernel Method] (15 points) Consider a parametric model governed by the parameter vector w to-
gether with a dataset of input values x1, . . . , x𝑁 and a nonlinear feature mapping 𝜙 (x). Suppose that the
dependence of the error function on w takes the form

𝐽 (w) = 𝑓 (w⊤𝜙 (x1), . . . ,w⊤𝜙 (x𝑁 )) + 𝑔(w⊤w) (2)



where 𝑔(·) is a monotonically increasing function. By writing w in the form

w =

𝑁∑︁
𝑛=1

𝛼𝑛𝜙 (x𝑛) +w⊥ (3)

where w⊤
⊥𝜙 (x𝑛) = 0 for all 𝑛, show that the value of w that minimizes 𝐽 (w) takes the form of a linear

combination of the basis function 𝜙 (x𝑛) for 𝑛 = 1, . . . , 𝑁 .

7. [Two-layer Network] (10 points) Consider a two-layer network function of the form

𝑦𝑘 (x,w) = 𝜎

(
𝑀∑︁
𝑗=1

𝑤
(2)
𝑘 𝑗

ℎ

(
𝐷∑︁
𝑖=1

𝑤
(1)
𝑗𝑖

𝑥𝑖 +𝑤 (1)
𝑗0

)
+𝑤 (2)

𝑘0

)
(4)

where the set of all weight and bias parameters have been grouped together into a vector w and 𝜎 is the
logistic sigmoid function given by:

𝜎 (𝑎) = 1
1 + exp(−𝑎) . (5)

Show that there exists an equivalent network, which computes exactly the same function, but with hidden
unit activation functions given by 𝑡𝑎𝑛ℎ(𝑎) where the 𝑡𝑎𝑛ℎ function is defined by:

𝑡𝑎𝑛ℎ(𝑎) = 𝑒𝑎 − 𝑒−𝑎

𝑒𝑎 + 𝑒−𝑎
. (6)

8. [Markov Decision Process] (15 points) In the game micro-blackjack, you repeatedly draw a number
(with replacement) that is equally likely to be a 2, 3, or 4. You can either Draw (a number) or Stop if the
sum of the numbers you have drawn is less than 6. Otherwise, you must Stop. When you Stop, your
reward equals the sum if the sum is less than 6, or equals 0 if the sum is 6 or higher. When you Draw, you
receive no reward for that action and continue to the next round. The game ends only when you Stop.
There is no discount (𝛾 = 1).
(a) (2 points) What is the state space for this MDP?
(b) (3 points) What is the reward function for this MDP?
(c) (5 points) Apply one iteration of Value Iteration on this MDP. Let the initial estimate 𝑉 0(𝑥) be set

to 𝑉 0(𝑥) = max𝑎 𝑅(𝑥, 𝑎), where 𝑎 is an action and 𝑅(𝑥, 𝑎) is the reward function. Clearly state your
answer for 𝑉 1(𝑥).

(d) (5 points) What is the optimal policy for this MDP?
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• Bernoulli (p) :

P(𝑋 = 𝑖) =
{
𝑝 if 𝑖 = 1
1 − 𝑝 if 𝑖 = 0.

E[𝑋 ] = 𝑝, Var[𝑋 ] = 𝑝 (1 − 𝑝), E[𝑒𝑡𝑋 ] = (1 − 𝑝) + 𝑝𝑒𝑡 .

• Binomial (n,p):
P(𝑋 = 𝑖) =

(
𝑛
𝑖

)
𝑝𝑖 (1 − 𝑝)𝑛−𝑖 ; 0 ≤ 𝑖 ≤ 𝑛.

E[𝑋 ] = 𝑛𝑝, Var[𝑋 ] = 𝑛𝑝 (1 − 𝑝), E[𝑒𝑡𝑋 ] = [(1 − 𝑝) + 𝑝𝑒𝑡 ]𝑛 .

• Geometric (p) :
P(𝑋 = 𝑖) = (1 − 𝑝)𝑖−1𝑝; 𝑖 ≥ 1.
E[𝑋 ] = 1

𝑝
, Var[𝑋 ] = 1−𝑝

𝑝2 , E[𝑒𝑡𝑋 ] = 𝑝𝑒𝑡

1−(1−𝑝 )𝑒𝑡 for 𝑡 < − log(1 − 𝑝).

• Poisson (𝜆):
P(𝑋 = 𝑖) = 𝑒−𝜆 𝜆𝑖

𝑖! ; 𝑖 ≥ 1.
E[𝑋 ] = 𝜆, Var[𝑋 ] = 𝜆, E[𝑒𝑡𝑋 ] = exp(𝜆(𝑒𝑡 − 1)).

• Uniform (a,b) :

𝑓 (𝑥) =
{

1
𝑏−𝑎 if 𝑎 ≤ 𝑥 ≤ 𝑏

0 otherwise .
E[𝑋 ] = (𝑎 + 𝑏)/2, Var[𝑋 ] = (𝑏−𝑎)2

12 , E[𝑒𝑡𝑋 ] = 𝑒𝑡𝑏−𝑒𝑡𝑎
𝑡 (𝑏−𝑎) if 𝑡 ≠ 0.

• Uniform on the square (𝑎, 𝑏) × (𝑐, 𝑑) :

𝑓 (𝑥,𝑦) =
{

1
(𝑏−𝑎) (𝑑−𝑐 ) if 𝑎 ≤ 𝑥 ≤ 𝑏, 𝑐 ≤ 𝑦 ≤ 𝑑

0 otherwise .

• Normal / Gaussian (𝑁 (𝜇, 𝜎2)):
𝑓 (𝑥) = 1√

2𝜋𝜎 exp(− (𝑥−𝜇 )2
2𝜎2 ).

E[𝑋 ] = 𝜇, Var[𝑋 ] = 𝜎2, E[𝑒𝑡𝑋 ] = exp(𝜇𝑡 + 1
2𝜎

2𝑡2).

• Exponential (𝜆):

𝑓 (𝑥) =
{
𝜆 exp(−𝜆𝑥) if 𝑥 > 0
0 otherwise.

E[𝑋 ] = 1/𝜆, Var[𝑋 ] = 1/𝜆2, E[𝑒𝑡𝑋 ] = 𝜆
𝜆−𝑡 for 𝑡 < 𝜆.


